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Foreword

The Bell System had its origins in scientific research. Alexander
Graham Bell was engaged in research on speech and hearing and on
aids to the deaf when he became intrigued with the possibility of
transmitting musical sounds by telegraphic instruments. This led
him to the conception of the telephone and to the discovery of a
workable arrangement for its realization.

Bell’s inventive nature and interest in exploring the unknown was
well expressed in his words: “Leave the beaten track occasionally and
dive into the woods. You will be certain to find something that you
have never seen before.”

Even in those early days of what is now the Bell System a central
theme was recognized, one that has dominated the science and tech-
nology of communications ever since—progress results from bringing
together knowledge and ideas of many kinds. James Clerk Maxwell,
who laid the theoretical basis for a fundamental understanding of
electromagnetism, and who was a contemporary of Bell’s, said, “I
shall consider the telephone as a material symbol of the widely
separated departments of human knowledge, the cultivation of which
has led by as many converging paths to the invention of this instru-
ment by Professor Graham Bell.” In a very real sense, the early
research in telephony was a forerunner of what later came to be
known as industrial research.

In the years after Bell’s discovery, research continued to play an
essential role and contributed importantly to the company’s growth.
It brought together theory and experiment, need and opportunity,
science and application—exemplified in the achievements of such
early giants as G. A. Campbell, in his work on loading theory and on
filters, and H. D. Arnold, in the development of the vacuum-tube
amplifier invented by L. deForest, as noted in Chapter 10, “The Spirit
of Research,” in the first volume of this series, The Early Years (1875-
1925).

Those early events not only served to establish and build the Bell
System as a science and technology based business enterprise, but
also firmly implanted a research tradition and role that has continued
to this day. Especially in the second half-century of its history—the
period in which Bell Laboratories has existed, and which is covered
in this volume—the Bell System has been the source of an extraordi-
nary flow of research that has transformed telecommunications in the

xiii
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United States and worldwide. From C. J. Davisson’s and L. H.
Germer’s 1927 experiment demonstrating the wave nature of the elec-
tron, which earned for Davisson the 1937 Nobel Prize in physics, to
the discovery of the background radiation in outer space by A. A.
Penzias and R. W. Wilson, for which they were awarded the 1978
Nobel Prize in physics, there has been a stunning record of invention
and discovery. Among the outstanding were H. S. Black and negative
feedback, G. C. Southworth and the waveguide, K. Jansky and radio
astronomy, J. B. Johnson and thermal noise, H. Nyquist, S. Darling-
ton, S. O. Rice, and H. W. Bode for network theory, G. R. Stibitz and
the electrical digital computer, W. H. Shewhart and quality control
theory, C. E. Shannon and information theory, J. Bardeen, W. A. Brat-
tain, and W. Shockley and the transistor, W. G. Pfann and zone
refining, A. Schawlow and C. H. Townes and the concept of the laser,
C. ]. Frosch and L. Derick and oxide masking, and P. W. Anderson
and localized electronic states in solids. These, and many other
accomplishments, are described in the chapters of this volume, deal-
ing with the physical sciences, and in the volume that is to follow,
recording the accomplishments in the communications sciences.

What caused the flourishing of research that produced such extraor-
dinary discoveries and successes as these?

The ideas behind all of this may be understood in the light of Bell
Laboratories” responsibilities within the Bell System. The mission is
clear—to provide new telecommunications technology. This technol-
ogy includes not only equipment designs but also the engineering
and planning of the telecommunications network and the technology
for its operation and maintenance. It is the function of research in
Bell Laboratories to support this mission through ideas and
knowledge that initiate or reinforce the development of the new
telecommunications technology for the Bell System. The basic notion
underlying this research function is simple—science is useful. The
Bell System’s technology is rooted in science, and new technological
opportunities arise from it and are supported by it.

The Bell System and a few other companies recognized this useful-
ness of science at an early stage, and the success of the research
laboratories they founded inspired the research activities that fol-
lowed in many other industrial organizations. Research in the Bell
System preceded the creation of Bell Telephone Laboratories in 1925,
but the founding of a separate unit to conduct research and develop-
ment work recognized the importance of an organizational environ-
ment that fostered the creative activities and inspiration of its scien-
tists and engineers and permitted them to combine these most
effectively to advance telephony. Under the leadership of Frank B.
Jewett throughout its early years, the research organization took form
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and flourished. The first director of research, H. D. Arnold, expressed
the philosophy behind the research in these words:"

Research is the effort of the mind to comprehend relationships which no one has
previously known, and in its finest exemplifications it is practical as well as
theoretical; trending always toward worthwhile relationships, demanding com-
mon sense as well as uncommon ability.

The worth of this guiding philosophy is amply illustrated by the
events recorded in this volume, but what is remarkable is that the
importance of research at Bell Laboratories was so clearly understood
in its essential elements from the very beginning; the support and
understanding provided initially have never wavered. This con-
tinuity has been of utmost importance in providing the environment
needed for the maximum encouragement of creative people.

As Arnold so clearly stated, research is an exploration of the un-
known. It deals constantly with uncertainty, except that there is
ever present the certainty that important new things remain to be
discovered. Research operates in a different time frame than
development. Development is concerned with the application of
technology for the relatively near term, seeking new and useful
ways to apply scientific knowledge. Research is concerned with
invention and discovery, and with the creation of new knowledge.
These lead to technological development over the longer term,
perhaps ten, twenty, or even more years. Over this longer term, it is
clear that new technology will depend upon new science; in the
short term, perhaps five years, technology must depend largely upon
existing science.

Thus, there are challenges for research. It must assure the flow of
invention and new science that will enable future technologies to be
developed. And it must see the ways this invention and new sci-
ence can be exploited by the Bell System.

The flow of invention and useful new science for the Bell System
is only partly a result of internal basic research programs. This his-
tory of telecommunications technology offers many examples of
successes of Bell Laboratories research. But Bell Laboratories’
discoveries and its generation of new science, impressive as these
may be, cannot possibly be the source of more than a small part of
all that relate to communications. Accordingly, Bell Laboratories
research is structured to provide a coupling to the rest of the
scientific world, so that scientific discovery elsewhere becomes more
readily accessible and exploitable. Thus, the Bell System can

* Inscribed in the foyer of the Bell Laboratories, Murray Hill, New Jersey,
auditorium, to serve as a reminder to later generations of scientists and engineers;
quoted also in Chapter 10 of the first volume of this series, The Early Years (1875-
1925).
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effectively use all the world’s new science in the development of
new technology and systems. The strategy has been to strive for
excellence in all fields judged to be important to the interests of the
Bell System and to encourage a close coupling of research to the
most advanced work elsewhere, in the secure knowledge that this
would bring to Bell Laboratories the benefits of advances in
scientific knowledge, wherever they might occur.

We see a striking example of this strategy in the field of solid state
physics. Prior to World War II it was a recognized but not a dom-
inant subfield of physics. Only the beginnings of a basic theoretical
understanding of the electronic properties of solids had been
attempted, experiments often produced puzzling and unexplained
results, and applications were few. Immediately after the war a
research group at Bell Labs began to investigate the properties of
semiconductors, which had played an important role as signal detec-
tors in military electronics but were still understood at only a rudi-
mentary level. The group had as its objectives both an improvement
in this understanding and its application in telecommunications
technology. As we see it now, the group set out to invent a transis-
tor, and it did, not much more than two years later. This invention
triggered an explosion in solid state physics—mainly in semiconduc-
tors, but also in other classes of solids, and set in motion the revolu-
tion in electronics that not only transformed communications but
also led to whole new industries, such as consumer electronics and
computers.

Bell Laboratories played a prominent part in this rise in solid state
physics. Its research in basic physics and in the related materials sci-
ences paced research throughout the world and helped spawn a
series of important inventions and technological advances. Equally
importantly, this research served to put Bell Labs scientists and
engineers into close contact with forefront work elsewhere, in a
field that was attracting leading scientists all over the world, and
which rapidly proved to be of crucial importance to the Bell System.
The information flow, together with the research findings, played an
essential part in the building of a knowledge base for semiconduc-
tors, and then for other classes of solids. This knowledge was
closely coupled to application, so that invention and application
within Bell Labs occurred at an almost breathtaking pace. That his-
tory is described in the pages that follow.

One task of research is to provide a window on the entire world
of science and to see opportunities that arise from science, wherever
it may be done. Thus, the first solid-state, continuous-wave
microwave maser was demonstrated within three months of the time
that the first knowledge was available of theoretical work at Harvard
University that gave a clue as to how such a device could be con-
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structed. This maser, which allowed construction of an extremely
low-noise amplifier, was a key to the operation of the first active
communications satellite, Telstar, launched by the American Tele-
phone and Telegraph Company in collaboration with the National
Aeronautics and Space Administration.

Research at Bell Laboratories has created whole fields of science,
such as radio astronomy, or has been the stimulant to a vast expan-
sion of others, such as solid state physics. This research also has had
an enormous impact on other industrial sectors. The discovery of
the transistor led to the solid state electronics that not only provides
the basis for modern telecommunications, but, equally, the basis for
all consumer products depending upon electronics, such as radio,
television, hand calculators, and digital watches, for computers, and
for the electronics used in a thousand industrial, military, medical,
scientific, and other applications. The statistical principles of quality
control have assured the reliability of Bell System equipment for five
decades, and they guide the manufacturing processes of the world’s
industries. New materials discovered at Bell Laboratories are used
throughout industry.

Asking why research should be done leads to the complementary
question, how should it be done? Many industrial organizations
have thought they perceived potential values in research but have
stumbled when it came to implementation. In large part the reason
for this was that they failed to see the subtleties in institutional atti-
tudes and practices that are conducive to productive research, and
mistook largely superficial aspects for those that are fundamental.
Some understanding of the reasons research has flourished at Bell
Laboratories for so many years can be gained from the characteristics
of the environment in which it operates, and the manner in which it
is organized and managed.

Central to the success of an industrial research organization is a
clear sense of purpose and an understanding of mission. At Bell
Laboratories it has always been clear that our mission is new com-
munications technology, to allow the Bell System to provide better
and cheaper communications services. This definition of mission has
made it equally clear that the responsibility of research is to provide
basic knowledge and new opportunities for the longer term, in sup-
port of the mission. Thus the research organization at Bell Labora-
tories has an unmistakable statement of purpose, against which its
programs can be measured.

Based upon this mission, it can be seen why research at Bell
Laboratories is conducted in some areas of science but not in others.
These areas are not chosen at random or as the result of some whim,
but are carefully selected because of their promise for discoveries
and knowledge of value to the Bell System. This selectivity still
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allows a great latitude for choice, but not so great that it extends to
all of science, in contrast to what might be appropriate to a large
research-oriented university. The size of the research effort in a par-
ticular broad area reflects the likelihood that discoveries in that area
will bring values to the Bell System. Thus, there is a clear rationale
for research choices and priorities, but it in no way restricts the very
necessary freedom for talented and creative individuals, because the
breadth of science pertaining to communications is very large and
offers enormous scope to the individual.

Freedom of choice is of utmost importance to the research scien-
tist, because research is an exploration of the unknown and there are
no road maps to tell what course to take. Each discovery affects the
future course of research and no one can predict or schedule
discovery. Thus Bell Laboratories research managers have provided
the maximum possible freedom to the research staff, consistent with
the institutional purpose. Research people have been chosen for
their creative abilities and are encouraged to exercise these to the
fullest. Indeed, they are the source of the ideas and of the research
programs, and are not at all the implementers of directives handed
down by some authority. Nor are they constrained to subjects
chosen to meet some immediate needs of development organizations
or the operating telephone companies. An individual research pro-
gram is, therefore, the result of an idea on the part of the individual,
who often cannot see exactly where the idea will lead but has the
creative instincts to see the promise that lies in that particular direc-
tion. Only by giving such creative instincts freedom is it possible to
maintain inquiry and invention at a high level throughout the
research organization. In the words of W. O. Baker, former
president of Bell Laboratories and vice president of research,
“Research must ‘look away’ from everyday pressures of the ongoing
development and engineering enterprise toward the vistas opened
by new knowledge and technique.”

Another aspect of the freedom for Bell Laboratories research peo-
ple is that they are free to do research and are not expected to
become developers or “firefighters,” unless they choose to do so.
Thus, they are asked to do what they do best, not something else. A
corollary is that the institution must have a capable development
organization, which can take from research its best ideas for new
technology and develop them, while research goes on to other pur-
suits. A close relationship between research and development has
always characterized Bell Laboratories. This association has kept the
research organization from living in an ivory tower, and by the
same token has provided it full protection and freedom to do
research because the development responsibility has been assigned to
a close and capable partner. Equally important, the development
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people have been a constant source of stimulation to the research
staff by feeding back to them a stream of questions, proposals, and
needs; this process often has led to new ideas and focus for research,
even though it has never been taken to constitute the research
agenda.

In order to fulfill their highest potential, research people must
publish their results, as it is only through publication that they can
reach the worldwide community of their peers, from whom they
also receive new knowledge. Publication gives Bell Laboratories
research people access to leading laboratories everywhere, and
brings leading researchers from those laboratories to Bell Labora-
tories.

For research to flourish, it must have outstanding people. Seven
recipients of the Nobel Prize in physics attest to the devotion of Bell
Laboratories to the principle of excellence in research over all the
years of its existence. The research people have widely varying
interests, appropriate to the broad mission, but they constantly
experience the benefits of mutual stimulation and frequently join
together in collaborative research endeavors. A great advantage of
the industrial research environment is the ease with which interdis-
ciplinary research partnerships among professionals are formed,
when such partnerships offer benefits. A mathematician and a
chemist, a theoretician and an experimentalist, a physicist and a
materials scientist, find reason to collaborate in research of mutual
interest. Always, this is based upon mutual recognition of the
advantages to both in having as a temporary partner someone who
is equally proficient in research and who brings to the partnership a
different but needed expertise and point of view.

Not surprisingly, much of the research at Bell Laboratories has
been in fields now easily identified with communications technol-
ogy, although some were not so obviously so when the research
began. J. B. Fisk, a former president and vice president of research
at Bell Laboratories, and other technical leaders have, from time to
time, pointed to certain enduring themes that run through much of
its research history, such as research on the transmission of electrical
signals and, in the last half-century, research on the electronic pro-
perties of solids. But the research has struck out in completely new
directions when an opportunity was perceived. Thus research in the
behavioral sciences was instituted to allow exploration of those
aspects of human behavior most relevant to the business—such as
the interaction of man with machines, the fundamental bases for
learning, and perception. Research in economics was added when it
was seen that Bell Laboratories could add needed basic
understanding—beyond that coming from research in the
universities—in regulatory and financial economic theory. The cri-
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terion for appropriateness has not been one that constrained
research to a too narrow view of itself, and there has been a constant
searching for and evaluation of new research areas.

Stability and continuity in Bell Laboratories support for research
have been essential to its health. Sufficient resources have been
placed at its disposal to allow it to do what was needed to stay at the
forefront of knowledge. And understanding of the peculiar nature
of the research environment and needs of research people has
characterized the institution. Part of the reason for the success of
Bell Laboratories research is that the research managers understand
these things; they themselves have all risen from the research ranks,
but only after they have demonstrated a superior ability to do
research themselves. People of this kind are most able to maintain
the respect of and successfully guide an outstanding research staff.
To do this, the managers must be completely current in their sci-
ence, and many research managers assure this by remaining active
in their own research. Managers play an essential role in establish-
ing connections—intellectual and otherwise—between research and
development, and in seeing new opportunities for research. The
results of research must be communicated to be of use to others.
The role of these managers in guiding the work of outstanding
research people is a subtle one, and they must create an environ-
ment that provides maximum encouragement for creativity and pro-
ductivity.

More easily discerned than described is the quality of the environ-
ment for research. Bell Laboratories has consistently generated an
atmosphere of excitement, with great things expected of the indivi-
dual and the appreciation of peers as perhaps the most satisfying
reward for accomplishment. And it has enjoyed the constant sup-
port of the leaders of its parent company, who have consistently
taken a long-term view of the Bell System’s future; thus, a former
president and chairman of the board of the American Telephone and
Telegraph Company, F. R. Kappel, said, “If it were not for basic
research, none of these things [I have shown] would exist. So we in
the Bell System are deeply committed to basic research.”

As we have noted, research in Bell Laboratories has been carried
out in all fields of knowledge judged to be important to the Bell Sys-
tem. These fields can be broadly grouped into the physical sciences
(physics, chemistry, and materials science), and the mathematical
and communications sciences (mathematics, computer science, sys-
tems research), and the behavioral and social sciences. For conveni-
ence, the history of research in Bell Laboratories is to be recorded in
two volumes reflecting these general groupings. In this first
volume, the half-century of research in the physical sciences since
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the formation of Bell Laboratories in 1925 is recorded.” The compan-
ion volume will cover the history of the communications sciences in
the same time period.

This record of the history of Bell Laboratories research not only
reminds us of the great people and events that made the institution
the premiere industrial research laboratory of the world, but it also
allows us to reflect on the institutional and individual purposes and
incentives that underlay these achievements. It thus illustrates the
process of innovation and technological change and reflects a suc-
cessful strategy for enhancing this process. In times when there is a
reexamination of this process in broad national terms in order to
relate it to the national capability for productivity improvement,
economic growth, and the greater use of technology for social gains,
this history may serve a useful purpose by describing a successful
institution, one with both a history and a future. Bell Laboratories
research people are proud of their past, but they are looking to the
future in the expectation that their research in the next fifty years
will be as significant as it was in the past fifty years.

N. B. Hannay

Vice President for Research
Bell Laboratories
November, 1981

* The research history prior to 1925 is described mainly in three chapters of the first
volume of this series, titled, “The Early Years (1875-1925).”” These chapters are: Chapter
4, “Telephone Transmission—The Wire Plant,” Chapter 8, ““Materials and Com-
ponents,” and Chapter 10, “The Spirit of Research.”
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Overview —

Research in Physics

The first part of this volume of A History of Science and Engineering in
the Bell System deals with the history of physics research at Bell
Laboratories during the period 1925-1980. In this interval of fifty-five
years, physics research at Bell Labs grew several times in size, keep-
ing pace with the rapidly growing dependence of the Bell System on
technology derived from physics, especially the physics of the solid
state of matter. This growth in size was accompanied by far-reaching
changes in subject matter and outlook as solid state physics came
under the pervasive influence of concepts of quantum mechanics and
recognition grew of the extraordinary importance of solid state elec-
tronics for communications technology. A third force for change was
the movement of communications technology upward in the elec-
tromagnetic spectrum through microwave into optical frequencies.

In the earliest years of the period, physics research concentrated on
magnetism, noise in electrical conductors, electromechanics, and the
surface physics of thermoelectric emission. At that time C. J. Davis-
son and L. H. Germer carried out their famous experiments on the
diffraction of electrons from nickel crystals which demonstrated the
wave nature of matter, and K. Jansky conducted his studies of galactic
sources of radio noise, thereby laying the foundations of radio astron-
omy. Jansky’s tradition was continued by A. A. Penzias and R. W.
Wilson in their search for noise from galactic space. Toward the end
of the period, research was concentrating on the physics of semicon-
ductors and their applications to electronics and photonics, on optical
and X-ray physics, on plasma physics, low temperature physics, non-
classical conductivity in one- and two-dimensional conductors, and
on greatly expanded research on the surfaces and interfaces of solids.
These changes grew out of and gave rise to radical new instruments
and methods of research, including the introduction of magnetic reso-
nance spectroscopy, the discovery of intense and tunable sources of
laser radiation, the extension of cryogenic techniques to a few mil-
lidegrees Kelvin, the introduction of powerful sources of ultraviolet
and X-ray radiation, and the development of vacuum technology
making pressures as low as 10710 Torr routinely available. By the end
of the period W. Shockley, J. Bardeen, and W. H. Brattain had won

1
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the Nobel Prize in physics for their discovery of the transistor, P. W.
Anderson had won the Prize for fundamental theoretical discoveries
about the nature of electrical conduction and magnetism in disor-
dered solids, and Penzias and Wilson had won the Prize for discovery
of the cosmic microwave background radiation. This period was also
marked by the invention of the laser by A. L. Schawlow and C. H.
Townes.

From the beginning, physics research at Bell Laboratories has
included both the search for fundamental new knowledge and for
fundamental innovations in technology. This approach to research
has been so successful in advancing the science and art of communi-
cations that it has become a matter of course that science and inven-
tion should be organizationally coupled. This has proved to be not
only an effective way to bring science to bear on the invention of
technology needed by the Bell System, but also to stimulate research
in new and productive directions. Furthermore, the search for funda-
mental innovations carried out by the research divisions has proved
to be an effective way to bridge the gap between research and
development and to couple new science into Bell Labs engineering
work.

Such a background of experience has led to an enduring conviction
at Bell Labs that fundamental research is important to the future of
Bell System technology, and has created the climate needed for sus-
tained strong support of research in fundamental physics and
physics-based technology. The two presumptions behind such sup-
port are that research in physics should be of the highest quality and
carried out in fields with impact on Bell System technology.

This philosophy of research derives ultimately from the overall
mission of Bell Labs to supply the technology the Bell System needs
to do its job in the long term as well as in the short term, and
translates into two missions for physics research. The first is to pur-
sue research aimed at discovering new knowledge in areas of physics
expected to be important to future Bell System technology, thereby
keeping Bell Labs in close contact with advanced physical science in
these areas, and assuring that Bell Labs originates or participates in
any significant advance in physics that may be important to commun-
ications. The second is to pursue research to discover new technol-
ogy in order to exploit recently developed physical science in areas of
importance to Bell Labs” operations.

The extent to which these missions have succeeded is described in
the chapters that follow. The purpose of this introduction is to give
an overview of physics research between 1925 and 1980. At the end
of the introduction is a list of some of the major contributions to com-
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munications science and technology that have grown out of physics
research at Bell Labs in these years, as a way of summarizing the
achievements of a remarkable concentration of scientific talent during
this time.

Part I of this volume records the history of physics research at Bell
Laboratories since 1925. It concentrates on research for the most part
carried on after the end of World War II in 1945. There are two rea-
sons for this. First, the five-year span of the second World War inter-
rupted the continuity of research at Bell Laboratories as physicists
turned their attention away from telephone work to problems of
national defense, particularly microwave radar. After the war many
of these people went on to other tasks unrelated to their former
research. Second, after the war, physics research at Bell Laboratories
was restructured, resulting in the formation of new groups explicitly
focused on physical electronics and solid state physics. The first steps
in this direction had been taken as early as 1936 by M. J. Kelly, direc-
tor of research, and later to become president of Bell Laboratories,
based on his perception that a solid state amplifier would be neces-
sary for the further expansion of the telephone system, and that the
best hope for this lay in fundamental research in solid state physics.
Although considerable momentum in this direction had been
developed by 1940, it was dissipated by the war and a fresh start was
necessary in 1945.

The year 1945 represented a new beginning. There appears, in
retrospect, to have been a deliberate plan by the research managers at
Bell Laboratories that was directed on the one hand toward the
discovery of a solid state amplifier and on the other toward the need
for a better understanding of gas discharges for possible devices to
replace relays as switching cross points.

There were at least three events that took place during the war that
opened up new directions for research in physics. These were the
development of processes for making relatively pure silicon and ger-
manium, the discovery of insulating ferromagnets in Holland, and
the development of tunable, continuous-wave sources of microwave
radiation along with the accessory microwave circuitry.

The extraordinarily prompt discovery in 1947 of transistor action in
germanium sparked a rapid growth of solid state physics research at
Bell Labs and in many other laboratories throughout the United
States and Europe. In early 1945, there were about 50 people at Bell
Labs carrying on basic and applied research in physics, excluding
work in acoustics. By 1950 there were 80, in 1960 there were 180, in
1965 there were 230, and in 1980 there were about 300. Thus,
although there was a strong physics research effort before the war, it
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tends to be somewhat overshadowed by the very much larger effort
after 1945.

Although this volume concentrates on the years after 1945, certain
events of special significance in the earlier period stand out. Chief
among these was the demonstration by Davisson and Germer of the
wave nature of the electron with their famous experiment in which
they scattered a beam of electrons off a single crystal of nickel and
observed an unexpected pattern of diffraction similar to the
diffraction of X-rays. This story is told in Chapter 3 with an interest-
ing addendum which indicates that Davisson and Germer narrowly
missed observing the electron spin postulated by G. E. Uhlenbeck and
S. A. Goudsmit to explain the doublet structure of spectral lines in
the alkali metals. In addition to its very fundamental implications,
this early work by Davisson and Germer laid the foundation for study
of the surface crystallography of single crystals using the technique
of low energy electron diffraction. This was later developed by
Germer and his colleagues into a universally applied tool for under-
standing surface structures of metals, semiconductors, and adsorbed
atoms.

A second major event was the discovery by J. B. Johnson that the
electrical resistance of any material is a generator of white noise with
a spectral frequency density proportional to its resistance and abso-
lute temperature. The reason for this was explained by H. Nyquist
and is discussed briefly in Chapter 10 as a striking example of the
impetus which has been given to physics research throughout this
whole period of fifty-five years by the close interaction of theory and
experiment.

Also in this early period beginning in the 1930s, a strong research
effort in magnetism was established by R. M. Bozorth, building on
earlier work by G. W. Elmen, which had led to discovery of the well-
known alloys Permalloy, Permendur, and other magnetic alloys hav-
ing high initial permeability or high coercive force.

As mentioned above, these early directions of physics research
were augmented in 1936 by the assembly of a new group working in
solid state physics. By that time research was already being carried
out on semiconductors, magnetism, surfaces, dielectrics, phase transi-
tions, and secondary emission, among many other topics. These were
the beginnings of threads of research that have been pursued with
increasing intensity since 1945. Interwoven with them are many new
threads not imaginable at that time.

As might be expected from the nearly six-fold increase in size since
1945, physics research at Bell Labs had by 1980 become the largest
organized industrial physics research effort in the United States, and
it has made a correspondingly large contribution to the areas of sci-
ence in which it concentrates. The first ten chapters in this volume
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will describe many fundamental contributions to science, particularly
in condensed-matter physics, surface physics, quantum electronics,
and solid state electronics, that have been crucial to the growth of
important areas of research and technology. The work described is,
of course, inextricably intertwined with the related research of physi-
cists in other research institutions. Every effort has been made to
make these mutual dependencies clear in the text and references.
This close interface with worldwide science has always been viewed
as one of the strengths of physics research at Bell Laboratories. Phys-
icists at Bell Laboratories have benefited enormously from the interac-
tion and acknowledge their debt to colleagues in other institutions.

Although the research recorded over the last 35 years has included
a much wider range of specialties than before World War 1J, it has
continued to emphasize such traditional areas as magnetism, semicon-
ductors, and surfaces. Mentioning first the field of magnetism, funda-
mental work has been done on the structure and motion of domain
walls, including the earliest observations of bubble domains, on fer-
romagnetic resonance and the propagation of electromagnetic waves
in gyromagnetic media, including invention of the first nonreciprocal
gyromagnetic devices, and on the origin of spin interactions in mag-
netic insulators through the superexchange mechanism discovered by
P. W. Anderson. A particularly important discovery was the ferri-
magnetic garnet structure, typified by YszFesO;p, known as yttrium
iron garnet, or YIG for short. The magnetic garnets have played an
important role in the science and application of ferromagnetic reso-
nance and in the development of practical bubble memories. A new
chapter in the science of magnetism was opened up in 1958 with the
discovery that atoms such as iron possessed a local magnetic moment
when dissolved in very dilute amounts in certain metal host crystals
but not in others. Elucidation of this effect had an important
influence on the general understanding of ferromagnetism in metals
and on the effect of impurities on superconductivity. It formed an
important part of the body of work for which Anderson received the
Nobel Prize in 1977. The possibility of a fundamental antagonism
between magnetism and superconductivity has been an enduring
theme of research and culminated in the discovery of competition
between the superconductive and magnetic phases of a class of ter-
nary rare earth boron compounds.

The early history of semiconductor research is dominated by the
discovery of hole injection leading to the point contact transistor in
1947. In retrospect that can be seen as the beginning of expanded
research on the Group IV semiconductors, silicon and germanium,
that led in a relatively short time to the invention of the junction
transistor, silicon solar cells, various pnpn devices, the field effect
transistor, and the Read diode. Later work included fundamental
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experimental and theoretical research on the transport properties of
germanium and silicon, while their band structure was studied by
means of extensive cyclotron resonance measurements and theoretical
calculations. Beginning around 1963, research began on the Group
III-V semiconductors, particularly GaP and GaAs, and included
research on the physics of recombination centers that led to the earli-
est efficient light emitting diodes and to the earliest practical hetero-
structure semiconductor lasers.

Semiconductor research has been strongly influenced by develop-
ment of the technique of deep level transient spectroscopy. This
technique has led to a much improved understanding of deep traps in
semiconductors that are unavailable to optical excitation, has stimu-
lated a successful new attack on the theory of point defects, especially
the silicon vacancy, and has led to a new understanding of the mobil-
ity of defects under irradiation by photons of energy higher than the
band gap. It has also been important in gaining a fundamental
understanding of the energy level structure of amorphous semicon-
ductors.

Another strong influence on semiconductor research has been the
development and application of molecular beam epitaxy (MBE) of
GaAs and related semiconductors. This sophisticated crystal-growing
technique has led to experimental fabrication of very high quality
double-heterostructure lasers, the invention of modulation doping
which greatly increases the mobility of carriers in GaAs, the creation
of quantum wells with important applications to research and tech-
.nology, and to the invention of a series of graded band gap devices
which show great promise for the efficient generation and detection
of lightwaves. The successful development of MBE of silicon and
metal silicides has opened up many new possibilities for silicon de-
vices adaptable to submicron dimensions.

Surfaces have been a matter of continuing concern for physics
research ever since Davisson’s pioneering work on electron
diffraction from nickel. This work itself led directly many years later
to the development by Germer of low energy electron diffraction as a
practical method of surface crystallography, and remains today one of
the most important diagnostic tools used in surface science and tech-
nology. Much of the early research on surfaces was concerned with
thermionic and secondary electron emission because of the crucial
role of the vacuum tube in communications technology until the
early 1950s, at which time it reached its peak in the close spaced
triode and the traveling wave tube. Continuing work on secondary
emission led to Auger spectroscopy for the chemical analysis of
surfaces and adsorbates as a second important tool for the diagnosis
of surfaces.
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Waning interest in the vacuum tube after the 1950s implied no
corresponding loss of interest in surfaces, since the need for funda-
mental understanding of interfaces in all kinds of semiconductor de-
vices made the matter even more urgent. This concern was already
evident in early attempts by Bardeen to understand the role surface
states played in preventing external modulation of the surface resis-
tance of semiconductors. The opportunity to carry out fundamental
research on well-characterized surfaces arrived in the early 1960s
with the concept of the controlled surface in ultrahigh vacuum
developed by H. D. Hagstrum. Since that time, but particularly since
1970, research on clean surfaces and clean surfaces covered with
monolayers of known adsorbates has moved rapidly ahead with the
introduction of multiple probes including ion neutralization spectros-
copy, ultraviolet photoelectron spectroscopy, X-ray photoelectron
spectroscopy, electron loss spectroscopy, and Rutherford backscatter-
ing. Each of these tools measures a particular aspect of the atomic
and electronic structure of surfaces and taken together have provided
fundamentally new understanding of the nature of surfaces. This has
included the structure of surfaces with thin overlays of metals lead-
ing for the first time to basic understanding of Schottky barriers.

A new era in surface physics began about 1973 with the advent of
synchrotron radiation as a powerful source of ultraviolet radiation
and X-rays. These sources greatly improved the ease and accuracy of
surface research have also led to the introduction of some entirely
new techniques. These include surface X-ray absorption fine struc-
ture, which provides information about the immediate surroundings
of surface atoms; the X-ray standing wave technique, which measures
the position of adsorbate atoms with high precision relative to the
surface; and X-ray reflection-refraction, which allows surface crystal-
lography to be done without the multiple scattering problems
encountered in low energy electron diffraction. Another new tech-
nique recently introduced is the diffraction of monochromatic beams
of helium atoms from surfaces, which has the advantage of looking
only at the outermost layers of atoms. This technique also has the
advantage that the atom beams can carry energy to or remove energy
from the surface, thereby providing information about surface excita-
tions.

An altogether new aspect of surface physics emerged in the early
1970s in the recognition that some planar systems are rigorously
two-dimensional in behavior because the quantization of energy lev-
els in the normal direction confines the effective degrees of freedom
to the plane. Examples are the depletion layer in metal-oxide-
semiconductor structures, electrons moving on the surface of liquid
helium, thin films of superconductors, intercalated atoms in layered
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compounds such as graphite and NbSe, and monolayer films of
liquid crystals. Practical applications of such effects are being made
in quantum well devices produced by depositing very thin layers of
semiconductors with molecular beam epitaxy. In 1980, an observation
of considerable scientific importance was the quantized two-
dimensional Hall effect in high-mobility layers of GaAs produced by
MBE.

Radar research during World War II left a legacy of a fully
developed technology in the electromagnetic spectrum from 1 to 30
gigahertz. This technology, which included strong and stable oscilla-
tors, sensitive detectors, and a sophisticated array of coaxial and
waveguide circuit elements at S-band (3 GHz), X-band (10 GHz), and
K-band (24 GHz), strongly affected the directions of physics research
after the war by opening up the field of resonance physics at
microwave frequencies. At Bell Laboratories pioneering work began
on the microwave absorption spectroscopy of gases at K-band, particu-
larly of linear molecules like carbonyl. In semiconductors, X- and K-
band research began on electron spin resonance of substitutional
impurities leading to a greatly improved understanding of the band-
structure of silicon and the energy level structure of donor impurities
like phosphorous. Studies of the hyperfine structure of these reso-
nances eventually led to development of the important technique of
electron nuclear double resonance, or ENDOR. In the area of elec-
tron paramagnetic resonance, work on the energy level structure of
rare earth compounds led to experimental realization of the first solid
state maser along lines suggested by N. Bloembergen of Harvard
University.

As mentioned above, research begun in the early 1950s at the K-
and X- bands on ferromagnetic resonance in ferrites led to invention
of the ferromagnetic gyrator and isolator that played an important
role in the development of advanced radars. This research also led to
fundamental understanding of the loss mechanisms and high power
instabilities encountered in ferromagnetic resonance. In turn, the
work on resonance instabilities led to invention of the ferromagnetic
parametric amplifier, and a reawakening of general interest in
parametric amplification.

Stimulated by this general climate of interest in resonance physics,
the field of nuclear magnetic resonance (NMR) also became an active
area of research in the late 1950s, centering principally on the
hyperfine interaction between nuclear spins and the magnetic fields
arising from electron spin and orbital motions. There were two main
branches to this. The first involved NMR in magnetic metals and
compounds, in the course of which the first observations were made
of nuclear resonance in a magnetically ordered compound. The
second involved NMR in transition metals and intermetallic com-
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pounds with high orbital and spin susceptibility where important
contributions were made to the understanding of negative as well as
temperature dependent frequency shifts of the resonance frequency.
The nuclear magnetic resonance work also included the earliest
observations of transferred hyperfine, or so-called superhyperfine,
interactions on the spin resonance of magnetic ions in dilute solu-
tions. These results threw considerable light on the covalent charge
and spin transfer or superexchange that result in spin ordering of
magnetic compounds.

A different aspect of the hyperfine interaction was involved in the
so-called Mossbauer effect which takes advantage of the hyperfine
splitting of the gamma ray emission lines of certain nuclei such as
5’Fe. Work began on the Mossbauer effect at Bell Laboratories around
1960, soon after its discovery in Germany, and led to many important
contributions to the understanding of magnetic ordering in solids.

Beginning about 1959 the more ready availability of strong mag-
netic fields and low temperatures, as well as improved calculational
methods, gave rise to renewed interest in the energy band structure
of metals, particularly the band structure at the energy of the highest
occupied levels, the so-called Fermi surface. At Bell Labs and else-
where many different tools were brought to bear on the problem—
including cyclotron resonance in the Azbel’-Kaner geometry (mag-
netic field parallel to the surface), magnetoresistance, DeHaas-van-
Alphen effect, the magneto-thermal effect, and the magneto-acoustic
effect. Experimental research at Bell Laboratories concentrated on the
transition metals and transition metal compounds, and important con-
tributions were made to understanding their band structure. Accu-
rate band structure calculations were also begun at Bell Labs during
this period using the augumented plane-wave method, including in
particular a calculation of the complicated band structure of V;5i, one
of the highest transition temperature superconducting compounds.

The invention of the laser at Bell Laboratories in 1958 by Schawlow
and Townes firmly established the new field of quantum electronics
which had its beginning with the invention of the maser by Townes
and his students at Columbia University in 1954. Although the idea
of population inversion between optical energy levels was a natural
extension of work at microwaves, the recognition that a Fabry-Perot
interferometer could be used at optical frequencies as a low loss mul-
timode resonant cavity was a major conceptual advance. After 1958
laser research at Bell Labs grew very rapidly, the first major advance
being A. Javan’s invention of the He-Ne gas laser in 1959, which in
1960 produced light in the visible region 1000 times more nearly
monochromatic than any other source then available. The carbon
dioxide laser not only opened up the longer, infrared portion of the
electromagnetic spectrum, but also produced unprecedented coherent
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power. Bell Labs’ contributions to the development of color-center
lasers and a variety of dye lasers helped to make these sources valu-
able tools in scientific research. Important advances were also made
in the understanding of noise and coherence, the natural electromag-
netic modes of oscillation, and the invention of Brewster angle win-
dows which allowed the use of external mirrors for the resonant cav-
ity.

Although the laser phenomenon itself became a major research
interest at Bell Labs, the high intersity, nearly monochromatic light
produced by the laser led to a revolution in optics research at Bell
Labs and other laboratories in the fields of high resolution spectros-
copy, two photon spectroscopy, Raman scattering, coherent optical
effects, nonlinear optics, and optical parametric amplification.

By far the biggest impact of the laser on Bell Laboratories, however,
has been in opening up the field of optical communications. In 1963,
I. Hayashi and M. B. Panish succeeded in making a double-
heterostructure GaAs laser that operated continuously at room tem-
perature with a reasonable life expectancy. This advance, along with
advances in optical fiber technology, have made possible practical
lightwave systems that will clearly play a very important part in the
communications networks of the future. This initial work on hetero-
structure lasers has been followed at Bell Labs by the invention of
many novel laser structures with greatly improved oscillation charac-
teristics, and intensive work on the physics of degradation processes
and unwanted phenomena such as self-pulsing. By 1980, excellent
lasers were made for the first time using molecular beam epitaxy, a
process that may eventually provide a new level of manufacturing
control over the fabrication of communications lasers and make acces-
sible new materials systems for longer wavelength lasers. By 1980,
the physics, materials science, and technology of semiconductor lasers
had become a major theme of physics research at Bell Labs.

Although the principal emphasis of physics research at Bell Labs
since 1945 has been on the physics of the solid state, smaller but sub-
stantial research efforts have also been carried on in the closely allied
fields of atomic and molecular physics and in plasma physics. To a
considerable extent this research has been stimulated by and
benefited from the intense monochromatic light available from lasers.
One notable achievement in atomic and molecular physics has been
the measurement of the Lamb shift in the heavy hydrogenic ions
C, O™, F¥*, and CI'%*, which have confirmed the predictions of
quantum electrodynamics for high nuclear charge within the accuracy
of current calculations and indeed made possible a choice between
alternative theoretical calculations in the case of CI'®*. A second
experimental tour de force was the measurement of the hyperfine
structure of the HY ion, which confirmed the quantum mechanical
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calculations of this simplest three-body problem. A third achieve-
ment in atomic and molecular physics has been the development of
opto-acoustic spectroscopy based on the spin-flip Raman laser. This
has been applied to the measurement of pollutant gases such as NO
and HCN from automobile exhausts and, most importantly, to the
measurement of NO concentrations in the stratosphere where this
molecule acts as a catalyst to destroy ozone.

Plasma physics research had an early history at Bell Labs because of
the interest in gas discharges as possible talking-path switches. Seri-
ous work on gas discharges began as early as 1939 on glow discharges
from cold cathodes and was continued after the war when investiga-
tions were begun into fundamental physical processes involved in gas
discharges. Emphasis on this aspect of plasma physics continued up
through 1962 when it was decided that mechanical relays offered
superior reliability.

Plasmas exist in metals, semimetals, semiconductors, gases, and
electron beams, and research has been conducted at Bell Laboratories
since 1945 in all these areas with special emphasis on the collective
modes of oscillation exhibited by both neutral and charged plasmas.
In the case of electron beams, research began as early as 1934 on
space charge fluctuations in vacuum tubes, but was intensified after
the war following the introduction of the traveling wave tube which
depended for its operation on the interaction between an external
traveling electromagnetic wave and a collective mode propagating
along an electron beam. Extensions of this work to the case of
interactions between two electron beams or between an electron
beam and an ion beam led to some of the earliest understanding of
instabilities in plasmas.

In the case of gases and solids, research has most often concen-
trated on plasmas immersed in a strong magnetic field and has been
directed toward understanding the collective plasma oscillations that
exist under these circumstances, reflecting the orbital cyclotron
motion of the electrons. In metals and semimetals these modes are
called helicons and Alfvén waves, respectively, and basic contribu-
tions were made at Bell Labs to both fields between 1959 and 1965.
In semiconductors the ability to generate dense plasmas by illumina-
tion with an intense laser beam has led to fundamental new work on
electron-hole droplets which behave like metallic condensates, and to
strip line devices that can switch electrical signals at picosecond rates,
thereby opening up a new picosecond measurement technology.

About 1960, basic studies of the hybrid plasma cyclotron resonances
known as Bernstein modes started at Bell Labs. Although gas plasma
physics has never become a major research emphasis, this work has
continued and by 1980 a substantial effort was being devoted to such
subjects as turbulence in plasmas, nonlinear interaction between
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plasma waves, and the interaction of charged beams with plasma
waves. Scattering of CO, laser radiation has been successfully
applied to the study of collective waves and turbulence in prototype
fusion reactors.

The developments in molecular biology during the 1950s stirred
the imagination of several Bell Labs physicists, who initiated a
research effort in molecular biophysics in the early 1960s. The func-
tional macromolecules and aggregates found in biological systems are
complex materials that carry out processes such as energy transduc-
tion, information storage and processing, signaling, and process con-
trol. Other Bell Labs scientists had been engaged in fundamental stu-
dies of a large variety of organic nonbiological macromolecules and
aggregates using spectroscopic methods, predominantly magnetic
resonance spectroscopy (NMR and EPR) and luminescence spectros-
copy in the visible and ultraviolet ranges. The biophysics effort
started out by applying magnetic resonance and luminescence tech-
niques to the study of alterations to DNA caused by ultraviolet light.
In the late 1960s, magnetic resonance was directed toward
structure/function studies in a variety of macromolecules. In the
mid-1970s, NMR was used to study metabolism and bioenergetics in
intact living cells and organelles. Luminescence techniques extend-
ing into the X-ray region were applied to photobiological studies of
more complex systems.

The physics research techniques used in biological studies made a
significant impact on biophysical research. One such technique,
front-face fluorometry of whole blood, has been developed into a
rapid test for lead intoxication and an assay for risk of brain damage
in jaundiced newborn infants.

An enduring theme of physics research at Bell Labs has been astro-
physics. The interest in this field has grown largely out of concern
for sources of noise that interfere with long distance transmission of
radio signals. In 1932 Jansky, searching for the source of interference
at 20 MHz on transatlantic radio circuits, founded the science of radio
astronomy by discovering that the galactic center was a strong noise
source. Thirty-three years later Penzias and Wilson explained a small
but persistent noise at 4 GHz in satellite transmission circuits when
they discovered the cosmic microwave background radiation that is
one of the strongest pieces of evidence that our universe began with
a single explosive event some 18 billion years ago. Other astrophys-
ics research has grown out of unique electronic instrumentation avail-
able at Bell Labs, and has served to stimulate the development of
radiation detectors of extreme sensitivity or at extremely high fre-
quencies. Examples are a gravity wave detector which for several
years was the most sensitive in existence, a balloon-lofted gamma-ray
telescope that has established the center of the galaxy as an intense
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source of electron-positron recombination radiation, and extremely
sensitive millimeter wave detectors that have detected a variety of
molecules in space and effectively founded the field of space chemis-
try.

A new area of research opened up at Bell Labs when it was decided
to enter the field of nuclear physics in 1958. This decision was based
on the recognition that nuclear physics was a rapidly developing field
of science that might have an unknown but important impact on
communications science and technology. This expectation has been
fulfilled through the application of accelerated ion beams to the study
and modification of surfaces and solids, particularly semiconductors,
and through the development of new instrumentation such as parti-
cle counters essential to a wide range of modern scattering experi-
ments. Nuclear physics research was first pursued in collaboration
with Brookhaven National Laboratory using their high-flux neutron
facility. Starting in 1965, it was continued through an arrangement
with Rutgers University for collaborative use of a 16 MeV tandem
Van de Graaff accelerator, and by the installation of several lower
energy ion accelerators at Bell Labs, Murray Hill.

Although the resources devoted to nuclear physics have never been
large, the research has resulted in important discoveries in nuclear
structure, nuclear spectroscopy, and nuclear excited state lifetimes.
The investment has also paid off in unexpected directions. As a
result of experience with particle detectors invented at Bell Labs
between 1949 and 1959, it was possible to make important measure-
ments of radiation intensities in the Van Allen belts in 1961 during
the flight of the first communications satellite, Telstar. Moreover,
work with transistorized circuits in the high neutron flux environ-
ment at Brookhaven made possible the diagnosis and correction of
failures of some critical tramsistor circuits in the satellite resulting
from high energy electrons in the inner Van Allen belt probably
injected by a high-altitude nuclear explosion.

The most important outgrowth of the nuclear physics program at
Bell Labs has been the use of ion beams as a means of studying the
structure and composition of thin films and surfaces and of modifying
the near-surface regions of solids. In the mid-1960s, research on ion
channeling through thin crystals was applied not only to the mea-
surement of ultrashort lifetimes of excited nuclei, but also to the loca-
tion of impurity sites in crystals. This work then led directly to the
use of ion implantation as a means ot doping semiconductors, and
some of the earliest ion-implanted semiconductor devices were made
at Bell Labs. More recently, implantation of ions is being used to
modify the surface layers of insulators and metals. New studies of
sputtering using ijon beams has revealed interesting information
about the equilibrium surface compositions of alloys and revealed
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that molecular solids such as thin films of ice exhibit an anomalously
fast sputtering rate compared to metals and semiconductors. This
result has considerable significance in understanding the surface ero-
sion of the icy moons of Saturn and Jupiter under bombardment by
the solar wind.

Ion beams have been developed into a powerful tool for studying
the composition and structure of thin films important for research
and Bell System technology. In a process known as Rutherford back-
scattering, the light ions H" and He" accelerated in the Bell Labs 3.75
MeV Van de Graaff accelerator are scattered off atoms in a solid to
yield precise information about the mass and location of the scatter-
ing ion. Carried out under ultrahigh vacuum conditions compatible
with other methods of surface analysis, this method has been used for
the precise determination of the composition profile of thin films, the
structure of interfaces such as that between silicon and SiO,, and for
the study of the relaxed free surfaces of metals.

An additional outgrowth of the nuclear physics program related to
the measurements of the radiation belts has been a study of the struc-
ture of the magnetosphere using ground based magnetometers in
Antarctica and Canada. This natural laboratory for studying magneti-
cally confined plasmas has led to a basic understanding of magneto-
hydrodynamic waves in the magnetosphere, and has helped in under-
standing the origin of terrestrial magnetic storms which can have a
serious effect on long-distance telephony.

Until the early 1970s, experimental solid state physics as a field of
research was characterized by small-scale experiments carried out by
individual or small groups of scientists on apparatus that could be
accommodated in modest-sized laboratories. The major exceptions to
this were magnetic structure experiments at the high neutron flux
reactors at Brookhaven and Oak Ridge National Laboratories, and
high magnetic field experiments carried out at the M.I.T. National
Magnet Laboratory. Even this latter case was largely obviated by the
advent of high-field superconducting magnets. Thus entry into
nuclear physics and the use of Van de Graaff accelerators for ion-solid
interaction experiments was the first real venture into “big machine”
physics for research at Bell Labs, and introduced a new pattern of
research that was not characteristic of solid state physics at that time.
Beginning about 1970, however, there have been new involvements
with big machines, which represent a new trend in solid state phys-
ics, resulting from a convergence of methods of condensed-matter
physics and nuclear or high-energy physics. The convergence has to
do with the use of directed beams of particles or photons scattered
from a target (crystal, nucleus, or nucleon, as the case may be) to
determine energy levels, momentura, distribution, and structure.

Since the mid-1950s, physicists at Bell Labs have been using
directed beams of neutrons from the high flux reactor at Brookhaven
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National Laboratory to determine magnetic structures. In the late
1960s, the emphasis turned to the measurement of phonon spectra of
crystals, and to experiments on the spin dynamics of magnetically
ordered systems. This included phase transitions in one- and two-
dimensional systems that led to fundamental new understanding of
the nature of second-order magnetic phase transitions. Most recently
attention has turned to the study of structural phase transitions and
the phase transitions that give rise to charge density waves in layered
transition metal compounds.

Inelastic X-ray scattering experiments began at Bell Labs around
1968 using a high-intensity rotating anode X-ray source for mea-
surements of the momentum distribution of electrons in a variety of
low atomic number materials such as atomic helium, molecular
hydrogen, oxygen, nitrogen, and metallic lithium and sodium. Since
1970 this has also become an area of big machine physics with the
availability of very large X-ray and ultraviolet photon fluxes from the
synchrotron radiation sources at Stanford University, the University
of Wisconsin, and Cornell University, providing intensities up to one
million times greater than those available from conventional sources.
There has been a very large expansion in research on solids and sur-
faces using X-ray and ultraviolet photons available from these
sources, and many new kinds of experiments have become practically
possible. Notable among these are extended X-ray absorption fine
structure measurements which allow determinations of local atomic
structure to the unprecedented accuracy of 0.014, X-ray standing
wave experiments that allow accurate determination of the positions
of adsorbed atoms on the surface of near-perfect crystals, and X-ray
and ultraviolet photoelectron measurements of energy levels of elec-
trons in solids including core electrons, valence electrons, conduction
electrons, and electrons associated with adsorbed atoms on surfaces.

The fact that electrons in some solids can move freely over macro-
scopic distances is such a familiar observation that it no longer evokes
much wonder. Although metallic conduction in metals such as
copper, and semiconduction in semiconductors such as silicon, are the
fundamental bases of communications technology, the mobility of
electrons in such materials is a quantum-mechanical phenomenon
that is not at all obvious from the properties of free atoms. Conduc-
tivity, nevertheless, is essentially a matter of single-particle (electron)
excitations in solids, and although complicated wave mechanical cal-
culations are often necessary for its complete explanation, in principle
it is easy to understand. Solids, however, also exhibit collective
movements of their atoms and electrons that lead to ordered phases
that are often much more difficult to conceptualize. Such ordered
phases are described by an order parameter that can vary in time and
space and can therefore support collective modes of excitation. These
modes have been characterized by Anderson as exhibiting broken
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symmetry and present one of the most scientifically compelling areas
of modern condensed-matter research. Ordered phases, and the tran-
sitions between ordered phases, consequently have become a major
area of physics research at Bell Laboratories in recent years.

In one sense the field of ordered states an old and familiar field of
physics research since the crystalline state is an ordered state of
matter, and crystal structures have been studied at Bell Labs for at
least 50 years, going back to the electron diffraction experiments of
Davisson and Germer and early studies of magnetism in metals and
alloys. More recent work on the crystalline state has concentrated on
structural phase transitions and crystallization phenomena in two-
dimensional systems such as layered transitional metal compounds
and graphite, electron crystals on the surface of liquid helium, and
thin liquid crystals.

Superconductivity is a less familiar ordered state in which conduc-
tors below a critical temperature, T,, lose all resistance and exhibit
nearly perfect diamagnetism. Experimental research in superconduc-
tivity began at Bell Labs in the early 1950s and resulted in many
important discoveries including the high transition temperature
intermetallic compounds Nb3Sn and NbsGe, the high current carrying
capability of some superconductors, the absence of an isotope effect in
ruthenium, the measurements of the phonon density of states by
superconductive tunneling, and the first experimental observations of
tunneling of superconducting currents through thin insulating layers.
Important contributions were also made to the theory of supercon-
ductivity discovered by Bardeen, Cooper, and Schrieffer at the
University of Illinois. These included an explanation for the lack of
gauge invariance of the theory, strong coupling theory, the theory of
dirty superconductors, and discovery of an upper field limit to the
magnetic field sustainable by a Type II superconductor.

Superfluidity is another ordered state of matter found only (to date)
in liquid *He and liquid *He. The lack of resistance to hydrodynamic
flow found in these two liquids is closely related to the lack of electr-
ical resistance in superconductors and both are explained by similar
theories. Liquid *He is an especially interesting case because it orders
into a strange type of magnetic liquid at very low temperatures. In
the 1970s fundamental theoretical and experimental contributions
have been made at Bell Labs to the understanding of the complex
properties of this magnetic superfluid.

Magnetism, superconductivity, and superfluidity are all examples of
the general class of second-order or continuous-phase transitions that
show universal behavior of their thermodynamic and fluctuation
phenomena near the transition temperature T.. The thermodynamic
quantities such as specific heat, susceptibility, and bulk modulus, as
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well as the dynamic quantities such as density and spin fluctuations
and thermal conductivity, all show critical behavior near T, that map
from system to system according to a theory of dynamic scaling and
which can be calculated by the method of renmormalization group
theory. Beginning in the mid-1960s, many fundamental experimental
and theoretical contributions were made by physicists at Bell Labs to
the understanding of second-order phase transitions. These included
extension of the scaling theories and renormalization group theories
to dynamic phenomena, and a series of measurements on the
superfluid transition in liquid “He that set a new standard of preci-
sion in the field and made possible accurate verification of the scaling
theories.

The physics research described in the following chapters and sum-
marized in this overview has resulted in many important contribu-
tions to Bell System communications science and technology, espe-
cially over the last 35 years. These contributions are listed in Table 1
divided into the five-year periods in which they occurred. Although
the achievements listed are commonly closely associated with Bell
Laboratories, it should be remembered that parallel research was done
at other laboratories in the United States and abroad. The list there-
fore represents innovations in communications science and technol-
ogy growing out of physics research at Bell Labs which in turn was
closely coupled to worldwide science through the exchange of ideas
and people. The list offers a unique example of the power of research
carried out in an environment that puts a high value both on
research directed toward new conceptual levels of scientific under-
standing and research directed toward the creative innovation of new
technology.

A. M. Clogston

Executive Director—Research,
Physics, and Academic
Affairs Division

Bell Laboratories

November, 1981
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Table 1. Contributions to Communications Science and Technology
Growing out of Physics Research at Bell Laboratories

1945-50 Point Contact Transistor Semiconductor Particle Detectors
Invention of Junction Transistor
1951-55 Ferrite Gyrator Invention of Field Effect Transistor
Silicon Solar Cells High-Temperature Superconductivity
pnpn Devices Garnets and Magnetic Bubbles
1956-60 Invention of the Laser Rediscovery of the Parametric Amplifier
He-Ne Gas Laser Experimental Demonstration
Oxide Masking of the 3-Level Maser
Localization Theory Low Energy Electron Diffraction
1961-65 Experimental Discovery
of Superconductive Tunneling High Field Strength
Cosmic Background Noise Superconducting Magnets
Carbon Dioxide Laser Optical Parametric Oscillator
1966-70 Red Light Emitting Diodes Double-Heterostructure Laser
Green Light Emitting Diodes Molecular Beam Epitaxy (MBE)
Ion Implantation Spin-Flip Raman Laser
1971-75 Ion Backscattering and Channeling Picosecond Switching
Deep Level Transient Spectroscopy Bistable Optical Devices
1976-80 Current Switched Josephson Low Noise Millimeter-Wave Diodes

Junction Integhrated Circuits
MBE Lasers and Field Effect
Transistors
Modulation Doping
Graded Barrier Rectifier

Silicon Molecular Beam Epitaxy
Bistable Liquid Crystal Devices
Epitaxial Silicide Conductors
Ion Beam Lithography

Laser Annealing
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Chapter 1

Magnetism
and Magnetic Resonance

The Bell System’s interest in magnetic materials dates back to the very
beginning of the telephone. It was recognized early that understanding the
physics of magnetism would be crucial to progress in the technology using
magnetic materials—whether for finding magnetic metals or alloys having
high permeability or low ac loss for transformers and loading coils, or for
designing permanent magnets with large remanent magnetization. The
research activities on ferromagnetic metals and alloys, on the physics of mag-
netic domains, and on magnetic oxides—ferrites and garnets—extended the
application of magnetic devices to the higher frequencies needed for larger
carrier capacity.

The techniques of magnetic resonance were introduced in solid state physics
in the mid-1940s. They probe the internal fields of magnetic materials on the
atomic level and deepen our wunderstanding of the fundamentals of
magnetism—the interaction between elemental atomic magnets and the much
weaker nuclear magnetic moments. The techniques of Mossbauer spectros-
copy make use of the very narrow gamma rays emitted by the nuclei of cer-
tain magnetic materials and provide complementary information on funda-
mental magnetic interactions.

Magnetic fields are involved in many physics experiments discussed in
other chapters of this volume—in magnetoresistance (Chapter 4), plasma
physics (Chapter 6), superfluidity in *He (Chapter 9), and magnetospheric
physics (Chapter 7).

I. THE PHYSICS OF MAGNETIC SOLIDS

G. W. Elmen’s discovery of Permalloy, Perminvar, and other materi-
als has already been described in Chapter 8§, section 2, of the first
volume of this series, The Early Years (1875-1925). L. W. McKeehan

Principal authors: R. L. Cohen, J. F. Dillon, S. Geschwind, L. R. Walker, and W. M. Walsh
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and R. M. Bozorth introduced the technique of using X-ray diffraction
to study the effect of heat treatment of ferromagnetic materials in the
presence of a magnetic field on the magnetic properties relevant to
communications technology. Their accomplishments reinforced the
confidence of Western Electric management in the role that basic
research could play in solving the long-term needs of the evolving
communication systems, particularly when carrier frequencies were
rapidly increasing into the microwave region of the electromagnetic
spectrum.

Thus, right after World War II the atmosphere was conducive to the
initiation of scientific investigations of the fundamental atomic
processes that give rise to magnetism. There was ample encour-
agement to use and to contribute to the most up-to-date quantum
mechanical theories and related experimental techniques. X-ray
diffraction techniques were extended to many single crystals and to
detailed analyses of crystal structures. These techniques led to the
explanation of the magnetic properties of materials and to the
discovery of interesting new materials. It was found to be very fruit-
ful to couple these investigations with crystal chemistry research and
the application of physics research tools such as nuclear magnetic
resonance and ferromagnetic resonance. Consequently, a program
was initiated to study the role of ferromagnetic domains and
domain-wall motion in determining basic magnetic properties such as
permeability, ac losses, and coercive force. Studies were conducted
on the effect of atomic exchange and superchange forces on fer-
romagnetism, on localized magnetic moments, on the role of conduc-
tion electrons in ferromagnetic metals, on spin waves, and on the
propagation of electromagnetic waves in media containing ferromag-
netic material. Other aspects of magnetism received attention in
superconductivity research and in magnetosphere studies.

1.1 Ferromagnetic Metals and Alloys

Soon after joining Western Electric in 1906, Elmen started looking
for a magnetic material that would have high permeability at low
magnetic flux density with very low hysteresis losses. (For more on
Elmen’s work see Chapter 10 of the first volume of this series.) In the
mid-1920s McKeehan introduced the techniques of X-ray diffraction
to the study of crystal structure in iron-nickel (Fe-Ni) alloys. He
studied the effect of anisotropy and magnetostriction on the magnetic
properties of ferromagnetic materials such as Permalloy.! McKeehan’s
studies led him to suggest that the electrons in deeper levels, rather
than the valence electrons, are involved in determining the magnetic
properties of alloys.
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Bozorth [Fig. 1-1] joined Western Electric in 1923 and, with E. A.
Kelsall and J. F. Dillinger, started a series of measurements of the
magnetic properties of nickel-cobalt-iron (Ni-Co-Fe) alloys subjected
to annealing in the presence of a magnetic field.? Using these tech-
niques, Bozorth found the conditions needed to obtain a nearly
square hysteresis loop in the Ni-Co-Fe alloy Perminvar with 65 to 70
percent nickel. He also conducted a number of studies of ferromag-
netic anisotropy and magnetostriction in single crystals and polycrys-
talline materials.® One technological outcome of these studies was his
explanation that the improvement in the magnetic properties of sili-
con steel was caused by the orientation of crystals aligned by the roll-
ing process.* Bozorth is probably best known for his classic book Fer-
romagnetism, a comprehensive compilation of the properties of fer-
romagnetic metals and alloys published in 1951. It is a widely used

Fig. 1-1. R. M. Bozorth pioneered in fundamental investigations
of the magnetic properties of ferromagnetic metals and alloys.
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reference source of worldwide research in ferromagnetic materials
published prior to 1950, as well as an exposition of the phenomeno-
logical and theoretical basis giving rise to important magnetic proper-
ties of ferromagnetic materials.

In the early 1950s research in ferromagnetism shifted to a new
group of materials, the rare earths—elements of the Periodic Table
with atomic numbers ranging from 58 to 70. The rare earth atoms
have strong paramagnetic moments arising from an incomplete 4f
subshell of the fourth electron shell in the usually trivalent ions.
These materials became more available after World War II because of
their presence in uranium and thorium ores. Wide scientific and
technological interest developed in the properties of these elements,
their alloys, and compounds. At Bell Laboratories E. A. Nesbitt and J.
H. Wernick initiated a study of the magnetic properties of rare earth
alloys and intermetallic compounds, including such compounds as
SmCos and PrCo5,5 which were found to have hexagonal crystal struc-
tures, large ferromagnetic moments, and the largest magnetic aniso-
tropies known.® These studies are discussed in Chapter 12 of this
volume.

1.2 Ferromagnetic Domains

The concept of a ferromagnetic domain, or a region where all the
elementary atomic magnets point in the same direction, has played a
central role in the understanding of the magnetic properties of fer-
romagnetic materials. This, in turn, has led to the development of
improved magnetic materials for inductors with high permeability
and low hysteresis loss, and of permanent magnets having high resi-
dual magnetization and large coercive force. As early as 1907, P.
Weiss, at the University of Strasbourg, proposed that a ferromagnetic
material is composed of many regions, each magnetized to saturation
in some direction.” In the unmagnetized state, which generally
prevails in the absence of an externally applied magnetic field, the
directions along which the domain are situated are either randomly
distributed or are perhaps distributed along preferred (“easy”) direc-
tions of magnetization, so that the resultant magnetization of the
specimen as a whole is zero.

The first observation of effects caused by domains was made in 1919
by H. Barkhausen of the Technische Hochschule of Dresden.® He
detected noise or clicks in earphones connected to a coil wound
around an iron specimen that was demagnetized continuously. This
could be interpreted as caused by the fact that the actual demagneti-
zation of the specimen proceeded in jumps, even though the demag-
netizing current was increased continuously, arising from the discon-
tinuous change in magnetization direction of the whole domain. At
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Bell Labs Bozorth and Dillinger repeated the Barkhausen experiment
in 1930 and by refined measurements, were able to deduce the aver-
age volume of a domain associated with Barkhausen discontinuities.”
However, direct observation of such domains was to take another 15
years.

1.2.1 Domains in Single Crystals

Shortly after the end of World War II, W. Shockley and
H. J. Williams initiated a study designed to develop more direct tech-
niques for identifying a single ferromagnetic domain and for follow-
ing its movement when the strength of an externally applied field is
varied slowly. This work was undertaken with the expectation of
providing a sound physical understanding of the magnetic properties
of ferromagnetic materials in terms of the domain picture. In 1947,
using the technique involving colloidal particies of FejO, that had
been developed after 1931 by F. Bitter and others,!® Williams
observed a domain pattern in an electrolytically polished strain-free
surface of single-crystal iron having about 4 percent silicon.!! This
was followed by a more detailed study of the domain pattern on
strain-free, single-crystal surfaces and a comparison with theory, pub-
lished in 1949 by Williams, Bozorth, and Shockley.!? Later that year
Williams and Shockley published the results of measurements on a
beautifully designed hollow rectangular sample cut from a single
crystal of silicon-iron with edges and surfaces all cut along easy direc-
tions of magnetization.!® Each leg of this “picture-frame” single crys-
tal was about 1.5 by 0.1 by 0.1 centimeters in size. [Fig. 1-2]

Williams and Shockley observed the position of the wall boundary
between the domains with magnetization in opposite directions at the
same time that they measured the magnetization of the specimen
with an appropriate flux meter. Their study established a direct
correlation of magnetization with domain boundary motion and
demonstrated that changes in magnetization in such an experimental
arrangement occur by the growth of one domain at the expense of its
neighboring domain.

In the late 1940s the study of magnetic domains continued to flour-
ish at Bell Labs. Williams and his coworkers adapted and perfected
the technique of using a colloidal suspension of magnetic on electro-
polished surfaces of metallic magnets to observe the domain structure
of hundreds of samples. Williams produced several moving pictures
concerning domains and the response of magnetic domain structure
to ap;lalied fields. These movies were of great educational impor-
tance.* They gave a whole generation of students and research work-
ers a feeling for this fundamental view of magnetic properties.
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Fig. 1-2. (A) A photograph showing magnetic domain walls (at
arrows). (B) Magnetization curve. Circles labeled (a), (b), and
(c) correspond to domain walls (a), (b), and (¢} in (A). (C) The

shape of the single-crystal silicon-iron sample.
Shockley, Phys. Rev. 75 (1949): 179,1811].

1.2.2 Domain Structure Theory

[Williams and

Complementing the experimental work on magnetic domains, C.
Kittel carried out theoretical calculations on a variety of domain prob-
lems. He explained the domain structure in thin films and fine parti-
cles, and the magnetic losses exhibited by magnetic materials with
domain structure. In a review article published in 1949, and a subse-
quent paper published with J. K. Galt in 1956, Kittel presented a com-
plete account of the physical phenomena involved in ferromagnetic
domains.}>1% Most of the volume of a ferromagnetic specimen is con-

tained in one domain or another.
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thin transition region, the domain wall, in which the magnetization
direction gradually changes from that of one domain to that of a
neighboring domain. [Fig. 1-3] These fundamental magnetic domain
concepts have served to explain the magnetic behavior of the soft
metals and alloys used in transformers and have provided a theoreti-
cal foundation for the design of high coercive-force permanent mag-
nets.

1.2.3 Application to Permanent Magnet Design

The snagging of a domain wall by an imperfection was one of the
phenomena seen vividly in the domain observation experiments, and
the understanding of the effect has had clear technological impact. A
void or a nonmagnetic inclusion was observed to anchor a domain
wall and to restrain its motion. A coercive field could be measured as
the field necessary to break the wall free from a particular imperfec-
tion. In 1961, Nesbitt and E. M. Gyorgy deliberately introduced
imperfections into the magnetically very soft alloy known as 79 Per-
malloy.” They added gold to the components, and by careful heat
treatments were able to bring about the precipitation of a gold-rich
phase that interfered with the motion of domain walls. Variations of
the alloy and its heat treatment enabled them to control the coercive
force of the material and its switching behavior to achieve highly

Fig. 1-3. The Bloch wall, showing the gradual change in direction
of magnetization in a domain wall. [Kittel and Galt, Sol. State
Phys. 3 (1956): 474].
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desirable properties. The same approach was subsequently applied to
several other systems. One example was the study of cobalt-iron-gold
by Nesbitt, G. Y. Chin, and D. ]affe.18 The alloy, 84%Co-12%Fe-4%Au,
when annealed gave a very square hysteresis loop and a coercive
force of about 12 oersteds. This alloy found extensive application in a
memory device known as the piggyback twistor. Piggyback twistors
were used as the basic storage elements in the early versions of the
Traffic Service Position System and the Electronic Translator System,
used respectively in long distance dialing and long distance call
routing.

The domain point of view also helped to improve the understand-
ing of the properties of permanent magnet materials. The theory
shows that a domain wall has a finite width, in many cases about
10004 [angstrom unit &) =107 meters], and that magnetic particles
smaller than that width simply cannot support a domain wall.’® The
magnetization of such particles reverses only by the rotation of the
whole domain, a process that might require much higher magnetic
fields than those needed for the domain wall motion process that
proceeds by the growth of one domain at the expense of its neighbor.
In 1950, Kittel, Nesbitt, and Shockley suggested that the properties of
the permanent magnet alloy Alnico 5 could be explained in terms of
the shape anisotropy of plate-like precipitates that could be produced
by the heat treatment of the material in a magnetic field.?® [Fig. 1-4]

Shortly thereafter, Nesbitt and R. D. Heidenreich demonstrated that
the precipitates could be observed by electron microscopy.21 They
were able to correlate precipitate morphology with magnetic proper-
ties. In materials with the optimum properties, the precipitate parti-
cles were about 75A to 1004 across by about 4004 long, with spacings
between the rows of about 2004.

1.3 Magnetic Oxides — Ferrimagnetic Garnets
1.3.1 Ferrites

Because of their high resistivity, the non-metallic magnetic materi-
als have been of particular interest for the reduction of eddy-current
losses in transformers and other related applications. Research on
metallic oxides at Bell Labs and elsewhere increased rapidly after
World War II. Initially, the most prominent of such magnetic materi-
als were the ferrites or ferrimagnetic spinels. The chemical formula
for ferrites may be written as MFe,O,, where M could be any of the
divalent ions of magnesium, zinc, copper, nickel, iron, cobalt, or man-
ganese, or a mixture of these ions. Except for compounds containing
the divalent iron ions, these ferrites may be made with resistivities in
the range of 10? to 10° ohm-cm. This is contrasted with a resistivity
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1
{100) [100] L to face
(A) (B)

Fig. 1-4. Electron micrographs of oxide replicas taken from a single crystal of
Alnico 5 cooled at 2° per second from 1300°C with a magnetic field along
[100] and then aged 2 hours at 800°C to grow the precipitate. Note the long
rods of precipitate in (A). Photograph (B), taken on a surface normal to the
heat treatment field, shows that the rods aggregate to form rough plates.
[Nesbitt, Encyclopedia of Chem. Tech. 12 (1967): 7371.

of about 107° ohm-cm for the ferromagnetic metals. These high resis-
tivities make it possible to use ferrites in devices operating at radio
frequencies up to tens of thousands of megahertz. Though there had
been significant earlier work, interest in the ferrites was greatly
stimulated by the publication in 1947 of reports of work done at the
Philips Research Laboratories in the Netherlands during the war.??
The materials effort on ferrites and the application of ferrites to
inductors, transformers, and filters are discussed in Chapter 12 of this
volume.

The work of the French Nobel laureate, Louis Neél of the Univer-
sity of Grenoble, provided a basic understanding of the ferrites.?3
These oxides belong to a class of magnetic materials known as ferri-
magnets. The metal ions in these mixed oxides may be at either of
two types of sites. At the A, or tetrahedral sites, the metal ions are
surrounded by four oxygen ions at the corners of a tetrahedron. At
the B, or the octahedral sites, the metal ions are surrounded by six
oxygen jons at the corners of an octahedron. The magnetization of
the crystal is determined by three interactions: between metal ions
within the lattice of tetrahedral sites; between ions within the lattice
of octahedral sites; and between ions on an A site and ions on a B
site. The dominant interaction is the antiferromagnetic A-B coupling,
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so that in most cases of interest the moments of A-site ions are paral-
lel to each other and antiparallel to those of B-site ions.

Because the sum of the A-site moments generally differs from the
sum of the B-site moments, the crystal has a net magnetization, giv-
ing rise to ferromagnetic-like properties. The term ferrimagnetic is
used to designate an arrangement of magnetic moments in two sub-
lattices, with the magnetic moments in one sublattice all pointing in
one direction and the magnetic moments in the second sublattice all
pointing in the opposite direction.

The technological interest in the ferrites and similar magnetic
oxides arises from two fundamental properties: the high resistivity,
and the relatively high magnetization. Therefore, the magnetic
oxides are very useful for high-frequency inductors and are particu-
larly important for microwave communications. When properly
inserted in a waveguide with an externally applied magnetic field,
the material possesses a strong Faraday rotation of the plane of polari-
zation of a propagating electromagnetic field. This forms the basis
for the microwave gyrator and the related circulators and one-way
isolators.

In order to understand the loss mechanism in ferrites, in 1952 Galt
studied the motion of single magnetic domain walls in crystals of
nickel—iron ferrites. J. F. Dillon used more perfect single crystals of
a different ferrite, Mn; 4JFe; 604, to perform experiments in which the
characteristic behavior of a simple wall system was much more evi-
dent.26 He also observed that there was a steep rise in the losses
experienced by the domain wall as temperature was lowered. In both
the nickel and manganese ferrites comparisons were made with the
losses observed in microwave ferromagnetic resonance experiments
on the same compositions. Based on these observations, Galt? and
A M. Clogston28 were able to apply relaxation theories to explain
the observed losses.

1.3.2 The Magnetic Garnets

In the mid-1950s, a considerable expansion in the research at Bell
Laboratories on new magnetic materials resulted from the collabora-
tive work of S. Geller, M. A. Gilleo, and J. P. Remeika. This began
as a study of the crystallographic properties of the rare earth orthofer-
rites having perovskite-like structures. These orthoferrites belong to
a class of materials called “canted antiferromagnets” in which the ele-
mentary magnetic moments of the ions are arranged very nearly anti-
ferromagnetically; that is, the sum of the moments in each of the two
sublattices are equal but are not lined up in precisely opposite direc-
tions. [Fig. 1-5] These rare earth orthoferrites provided a fruitful
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Fig. 1-5. Diagrams of magnetic moment ordering. (A) Ferromagnetic. (B)
Antiferromagnetic. (C) Ferrimagnetic. (D) Canted antiferromagnetic. The
resulting net magnetization is shown at the right for each case.

field for the study of magnetic interactions and magnetic domain
behavior. These studies led to the discovery of the ferrimagnetic gar-
nets, of which YsFesOy,, yttrium iron garnet (YIG), is a prototype.2>31
The orthoferrites were first used at Bell Labs for an experimental
verification of the ideas involved in the invention of magnetic bub-
bles. For a discussion of the materials effort on magnetic garnets, see
Chapter 12, section IIIL.

These garnets became the favored experimental system for a great
variety of fundamental experiments in magnetism. In particular,
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many advances in the study of microwave losses in magnetic materi-
als were made possible by the availability of garnet crystals with few
imperfections or impurities.

An important technological advantage of the magnetic garnets com-
pared with the ferrites is that the metallic ions in the garnets are
ordinarily all trivalent and there is no loss mechanism corresponding
to the hopping of electrons from the divalent to the trivalent iron
ions in the ferrites.

Ferrimagnetic garnets were independently discovered in France by
F. Bertaut and F. Forrat.3? Soon after their discovery and the initial
publications of Geller and Gilleo, many academic, government, and
industrial laboratories throughout the world became active in studies
of this important class of magnetic materials.

1.3.3 Observation of Domains in Garnets—Magnetic Bubbles

Shortly after single crystals of the magnetic garnets became avail-
able, Dillon discovered that thin sections (about 0.01 cm thick) of
such crystals are transparent to visible light.?3 Furthermore, in pass-
ing through the crystal, the light interacts with the magnetization
and undergoes a magneto-optical rotation; that is, if linearly polarized
light enters the crystal, its direction of polarization is found to be
rotated upon leaving the crystal. The amount of the rotation depends
on the direction of the magnetization relative to the path of the light
beam. Thus, Dillon was able to see the magnetic domain structure
with a polarizing microscope. [Fig. 1-6] Soon after Dillon’s
discovery, Williams, R. C. Sherwood, and Remeika found that a
number of the orthoferrites and other magnetic oxides were trans-
parent in the same way.>* They also found that many of these crystals
were transparent in the near infrared region, and that by using a
polarizing microscope with an infrared converter, domains could be
seen in quite thick specimens. Viewing domain structure in transmit-
ted light has many advantages over the magnetic-powder colloid
technique used by Williams (see section 1.2.1 above). It becomes pos-
sible to see structure inside the crystal rather than just on the surface,
and with flash or strobe lighting it makes possible the observation of
rapidly moving domain systems. Most important, it is peculiarly
applicable to the nonmetallic magnetic materials that became of such
great interest in the late 1960s.

The fundamental studies of the physics of magnetism, involving
ferrimagnetism, domain behavior, single crystals, and optical proper-
ties, formed the basis for the investigation of magnetic bubble de-
vices, as described in Chapter 12, section 3.1. A 1972 report of the
National Academy of Sciences (known as the Bromley Report) is a
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Fig. 1-6. (A) Schematic drawing illustrating the visibility of magnetic domains in the
ferrimagnetic garnet. (B) Magnetic domains seen in a gadolinium iron garnct single crystal
with an optical polariscope, as shown in (A). Parts (a), (b), and (¢) correspond to the three
cases shown in (A). The light and dark regions in the lower haif of (a) and (c) are domains
with magnetization paralfel and antiparallei to the line of sight. The upper half of the ficld is
occupicd by domains with magnetization in the plane. [Dillon, Jr. and Earl, Ani. J. Phys. 27
(1959): 203,204).

case study in the relationship between fundamental research pro-
grams and the evolution of new technology.36

1.4 Magnetic Moments and Interatomic Magnetic Interactions

The research in magnetism described in the preceding sections of
this chapter dealt principally with the behavior of magnetic materials.
There has also been extensive activity, both theoretical and experi-
mental, concerned with the more fundamental aspects of magnetism
and its microscopic foundations. There are a few very basic problems
in magnetism. For example: What is the origin of the magnetism in a
given material? How do the magnetic sources interact with one
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another? What are the collective properties of a system of interacting
magnets?

Naturally, these questions overlap and what each means depends
upon whether it is asked about an insulator or a metal. Crudely, the
answer to the first two questions is that the electrons are themselves
magnetic, that is, that there is a magnetic moment associated with the
electron spin, and that their interaction is principally of electrostatic
origin. It appears as a magnetic interaction because the exclusion
principle forces the wave function of two parallel spins to be
different from that of two antiparallel spins, thus changing the elec-
trostatic energies in the two cases. This is the exchange interaction
between electrons. To go from this simple example of two lonely
spins to a real material consisting of electrons bound to nuclei to
form ions which, in turn, are bound to form crystals, is an exceed-
ingly complicated problem. Major contributions have been made in
this area by C. Herring and by P. W. Anderson, as described below.

Herring was mainly concerned with magnetism in pure metals and
alloys. In the transition metals, where ferromagnetism occurs, there
is a broad band of itinerant s electrons whose energies overlap those
of the d electrons. A difficult problem, to which experiment gives no
simple answer, is to decide whether the d electrons are localized or
itinerant, or whether these terms are perhaps inapplicable. Another
problem is to decide to what extent the clearly itinerant s electrons
are polarized and in what way they mediate the exchange coupling.
Earlier, it was also important to understand how such concepts as the
domain wall and spin waves could be treated in the itinerant models.
Herring discussed these latter problems in 1951-1952 and maintained
a continuous, critical interest in this field for many years.37 His anal-
yses®® of the state of the theory culminated in a monumental review
article published in 1966, “Exchange Interaction Among Itinerant
Electrons.””°

One way of clarifying the problem of the occurrence of magnetism
in metals is to study the magnetic properties of dissolved
magnetic-impurity atoms in nonmagnetic metals, including supercon-
ductors. In 1959, B. T. Matthias and coworkers studied the effect of
transition metal impurities in titanium, zirconium, vanadium, and
niobium on the superconducting transition temperature, T..20 It had
already been established that impurities will always alter T., up or
down, because they change the electron concentration in the metal.
However, if the impurities have a magnetic moment, this would
interfere with the spin pairing effect and always lower T.. Matthias
found no evidence for such a magnetic contribution in his experi-
ments. Similarly, small amounts of iron dissolved in titanium, vana-
dium, or niobium gave no additional magnetic susceptibility. It was
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apparent that iron atoms dissolved in certain hosts carried no
moment. However, in 1960, Matthias and coworkers found that iron
added to the superconducting alloy MoggRep, strongly depressed T,
and contributed to the susceptibility, showing that in this host the
iron carried a moment.*! By dissolving small amounts of iron in a
series of Nb-Mo alloys they found a threshold molybdenum concen-
tration for moment formation at 40 percent, above which the iron
moment increases. In a definitive series of experiments, in which 1
percent of iron was dissolved in an extensive series of 4d transition
hosts covering a continuous range of electron concentrations, Clogs-
ton and coworkers showed that iron first acquires a value-of-moment
between niobium and molybdenum. The moment rises to a max-
imum value of 2.8 Bohr magnetons, then falls to zero at rhenium. It
reappears between ruthenium and rhodium, and rises to the huge
value of 12.7 Bohr magnetons near palladium before decreasing
sharply again.*?

A qualitative explanation of these remarkable results was given by
P. A. Wolff et al®® and by Clogston,** based on approximate band
structures of the 4d transition metals and on studies of localized states
and moments. [Fig. 1-7] An alternative interpretation of certain
features of these results was given by V. Jaccarino and L. R. Walker,
which suggested that moment formation may depend statistically on
the particular local environment of each iron ion.*> The key paper in
this area, which attacks the basic question “Why does a moment form
at all?”, was published earlier by Anderson.?® Anderson showed that

MOMENT PER ATOM IN
BOHR MAGNETONS, u/uB

3 4 5 6 7 8 9 10 11 N
Y Zr Nb Mo Re Ru Rh  Pd Ag

ELECTRON CONCENTRATION
Fig. 1-7. Magnetic moment in Bohr magnetons of an

iron atom dissolved in various second-row transition
metals and alloys as a function of electron concentration.
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a very simple model, stripped of specific local features, contains the
essentjal physics. This model includes a single, localized d orbital on
an isolated ion, a band of itinerant electrons interacting with the d
orbital, and, most significantly, a term that describes the Coulomb
repulsion which appears if one attempts to put two electrons of oppo-
site spin into the d orbital. He then found that a localized moment
may or may not appear, the result depending upon the parameters of
the problem. The energies involved here are such that in any real
material the existence or nonexistence of the moment will be essen-
tially indifferent to the temperature; an iron ion, for example, either
has a moment or it does not. Its environment is the determining
factor.

For insulators, the magnetic moment is a specific property of a par-
ticular ion, and its origin is usually well understood. So here the
question is: How do the ions interact magnetically? The answer
comes down to calculating the change in wave function (and thus of
electrostatic interactions that yield the exchange forces) when one ion
of a pair changes its spin orientation. It had been clear that the non-
magnetic ions separating the magnetic ones in an insulator transmit
this rearrangement of wave function in a process referred to as
superexchange. In 1959, Anderson made a major advance in theory
by showing that if a clear separation was made between the bonding
problem of the nonmagnetic to magnetic ions and the magnetic prob-
lem, the latter can be reasonably discussed as a perturbation.’” This
“renormalization” of the problem led to an immediate simplification
of thinking about exchange interactions in real crystals and to a
number of qualitative working rules to predict behavior. Important
calculations carried out in 1963 by R. G. Shulman and S. Sugano on
the problem of covalent bonding have close connections with
Anderson’s work.*® By an extensive study of simple magnetic sys-
tems, consisting of isolated clusters of transition metal ions and cou-
pling anions embedded in organic matrices, A. P. Ginsberg and M. E.
Lines were able to verify many predictions of the superexchange
theory in considerable detail.*’

Another area to which Anderson contributed significantly in the
1950s was the understanding of antiferromagnetic and ferrimagnetic
insulators.’® Here well-defined, localized moments interact in a
known manner and the problems are concerned with the collective
behavior of such a system. Questions may be asked about the ground
state (no longer intuitively obvious as for ferromagnets because of
quantum mechanical effects), about the low-energy excitations, or the
low-temperature thermodynamics. Anderson gave a very penetrating
discussion of these topics and introduced a useful semiclassical treat-
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ment of the spin wave oscillations, providing a clear physical insight
into such systems.

II. MAGNETIC RESONANCE AND SOLID STATE SPECTROSCOPY —
THE GYRATOR AND PARAMAGNETIC AMPLIFIER

Starting with the first observation of nuclear magnetic resonance
(NMR) in a beam of molecules by I. I. Rabi and coworkers at Colum-
bia University in 1938, the technique of magnetic resonance has
proved to be a powerful research tool in physics.%! It is based on the
simple and fundamental relation that holds for the frequency of pre-
cession of an elementary magnet when placed in a magnetic field,
namely,

f =gH

where f is the frequency of precession, g is the ratio of the magnetic
moment to the angular momentum of the precessing magnet, and H
is the magnitude of magnetic field. An external oscillating magnetic
field is applied and its frequency varied until it is in resonance with
the precession frequency. Since the oscillating frequency of an
electrical circuit can be measured with great precision, it is necessary
merely to arrange experimental conditions so that resonance can be
detected. In the case of a molecular beam, resonance condition is
established by noting the change of intensity in the detected beam as
the frequency of the applied oscillating field is varied. In other cases,
changes in the resistance or reactance in the circuit arranged to pro-
duce the applied oscillating field may be observed, as was discovered
in 1946 by E. M. Purcell, H. C. Torrey, and R. V. Pound,>® and
independently by F. Bloch, W. W. Hansen, and M. Packard.?

In solid state physics research the interest in magnetic resonance
arises from the fact that the total magnetic field at a nucleus having a
magnetic moment or at a spinning electron in a paramagnetic atom—
to cite two examples—is the sum of the externally applied (and easily
measured) magnetic field and the internal magnetic field arising from
various interactions. It is the sorting out of the origin of such
interactions that is of interest to the researcher.

A similar observation can be made for the case of the motion of an
elementary charged particle in a magnetic field. The frequency of the
circular transverse motion (the cyclotron frequency) for a free, electri-
cally charged particle is proportional to the charge-to-mass ratio and
the magnetic field. For the motion of such a charged particle in a
crystal under isotropic conditions, the cyclotron resonance can be
used to determine the effective mass of the charge carrier. For solids
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with more complex electronic structure, cyclotron resonance experi-
ments can serve as additional tests of the validity of theoretical calcu-
lations describing the motion of the charged carriers in the solid.

2.1 Nuclear Magnetic Resonance
2.1.1 Nuclear Magnetic Resonance in Metals

One of the early applications of the techniques of NMR was to the
study of the Knight shift, first observed by W. D. Knight at the
University of California at Berkeley.>* (The Knight shift shows the
fractional increase in the NMR frequency of an atomic nucleus in a
metal relative to that in an insulator for the same value of H.) C. H.
Townes, Herring, and Knight showed that the Knight shift of a few
percent observed in the NMR frequency of nuclei in metals (such as
lithium and sodium) was due to the hyperfine field at the nucleus
produced by the interaction of the conduction electrons and the
innermost (s) electrons.’®

Several years later W. E. Blumberg and coworkers at Bell Labs
found negative Knight shifts (that is, of a sign opposite to that
observed in simple metals) in silicon, antimony, gallium, and plati-
num of the intermetallic compounds V;Si, V3Sb, V3Ga, and V,Pt.%6
[Fig. 1-8] This led to an important generalization by Clogston and Jac-
carino of the origins of Knight shifts in metals and made it necessary
to include two terms in addition to the contact hyperfine interaction
term at the nucleus caused by conduction s electrons.”” The first is
caused by electrons in the unfilled 4 band, which normally have a
vanishing density at the nucleus. However, the exchange interaction
between these electrons with the paired core s electrons alters the
radial distribution of inner-shell electrons with spin up relative to
those with spin down. This results in an unpaired s electron spin
density at the nucleus from the different atomic shells of such a sign
as to give rise to a negative Knight shift. Still another source of
hyperfine field at the nuclei of metals is the orbital paramagnetism
induced by the applied field acting on unfilled, orbitally degenerate
bands.>®

Thus, a comprehensive picture of Knight shifts in metals emerged
which involved these different contributions, the analysis of which
was facilitated by introduction of the Knight shift versus susceptibil-
ity plot.5® This analysis of the different contributions to the Knight
shift became an important tool in the understanding of the electronic
structure of many intermetallic compounds and important transition
metals such as platinum, palladium, and rhodium.%® Additional infor-
mation on the electronic structure of metals was provided by the
study of nuclear spin relaxation arising from the fluctuating parts of
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Fig. 1-8. Knight shift Ky vs. Knight shift Ky in two VX
compounds: V;Ga and V;As. The different points for a
given compound correspond to measurements made at
different temperatures. [Clogston and Jaccarino, Phys. Rev.
121 (1961): 13611.

the different hyperfine fields mentioned above.®! These fundamental
ideas on the origin of Knight shifts and relaxation formed the basis of
the interpretation of NMR results in the metal-insulator transitions in
the vanadium oxides and studies of local moments in metals.5? Quite
apart from the general studies previously discussed, a particularly
noteworthy result in NMR research at Bell Labs was the first micro-
scopic observation of diamagnetic domains in silver by J. H. Condon
and R. E. Walstedt.®® They observed the NMR shifts caused by the
demagnetizing fields of these domains.

2.1.2 Nuclear Magnetic Resonance in Electroconducting Liquids

NMR has been extensively exploited by W. W. Warren to study the
metal-nonmetal transition and attendant localization processes in a
series of liquid metals.®¥ When there are sufficient mobile electrons
present the NMR relaxation rate remains insensitive to disorder, but
it increases abruptly when localization takes place. U. El-Hanany and
Warren have also used Knight shift measurements as a probe of elec-
tron density changes in liquid mercury subjected to very large
volume chan§es as the metal is being heated toward the liquid-gas
critical point.®
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2.1.3 Nuclear Magnetic Resonance in Magnetic Insulators

In 1956, Shulman and Jaccarino discovered large paramagnetic
shifts in the NMR frequency of '°F nuclei in single crystals of MnF,
above the temperature at which the ionic spins are ordered, the Neél
temperature.% These shifts were caused by the unpairing of the 2s
electrons on the fluorine atoms by interaction with the d electron
spin of the Mn?* ion, and the associated hyperfine field of the frac-
tionally unpaired fluorine 2s electron.®® From the size of the shift in
the paramagnetic state Shulman and Jaccarino were able to predict
and observe the hyperfine field and NMR frequency of the fluorine
nucleus when the Mn?* ions were fully aligned in the antiferromag-
netic state at low temperature. Because, in the absence of an external
magnetic field, the NMR frequency of the fluorine nucleus in the
ordered state is proportional to the manganese sublattice magnetiza-
tion, the measurement of the NMR frequency as a function of tem-
perature became the most accurate and powerful way of studying sub-
lattice magnetization. The studies confirmed the behavior predicted
by spin wave theory.%

Similar studies of the sublattice magnetization were subsequently
carried out in many other magnetic _compouncls.68 Among these were
studies of CrBr; by A. C. Gossard, Jaccarino, and Remeika, where the
predictions of spin wave theory were accurately verified for the first
time in a ferromagnetic insulator.%?

This NMR technique of measuring sublattice magnetization was
extended to compounds such as K;MnF; and K;NiF; with antifer-
romagnetic interactions exclusively within a plane.”? Theory had
predicted that even at the lowest temperature, zero-point fluctuations
exist in an antiferromagnet so that the average value of the man-
ganese sublattice magnetization would not correspond to aligned
spins with S = 5/2, although it would in a ferromagnet. The devia-
tion in MnF, is less than 2 percent and so is obscured by other effects
of similar size. However, in the planar antiferromagnets, this effect
was more than 8 percent for Mn?* and almost 20 percent for Ni**,
and was, therefore, more easily measured. These studies led to a
detailed understanding of the spin-wave and thermodynamic
behavior of these two-dimensional magnetic systems.71 In 1958-1959,
H. Suhl’? and, independently, T. Nakamura’> showed that there is an
interaction between nuclei in magnetic systems arising from the vir-
tual emission and absorption of spin waves. This interaction gives
rise to observable line shifts and line broadening effects in NMR.
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2.2 Electron Paramagnetic Resonance
2.2.1 Electron Paramagnetic Resonance in Insulators

The resonance frequency at which a paramagnetic ion placed in an
external magnetic field will absorb microwaves depends upon the
magnitude of the total magnetic field at the ion, which is the sum of
the external field and that arising from the electronic structure of the
ion. Since the magnetic field produced by the electronic
configuration depends on the particulars of the crystalline environ-
ment in which the ion exists, electron paramagnetic resonance (EPR)
is a fundamental probe for investigating the electronic structure of
magnetic ions in crystals. Moreover, the electrostatic and magnetic
interactions between the electrons of the magnetic ion and its nucleus
give rise to additional absorption frequencies. An analysis of the
complete spectrum can also yield information on important nuclear
properties such as spin, magnetic moment, and electric quadrupole
moments.

Shortly after E. Zavoisky’s discovery of EPR in a copper salt,”* the
observation by R. L. Cummerow and D. Halliday of the EPR of a
manganese salt,”® and the initiation of a program in microwave EPR
at the Clarendon Laboratory in Oxford, England,76 A. N. Holden and
coworkers at Bell Labs reported their observation of EPR in organic
free radicals.”” They noted that the observed linewidth was more
than an order of magnitude narrower than what was expected from
the dipolar interaction between the electron magnetic moments.
They indicated that this was due to the effective reduction of the
dipole interaction by the rapid flipping of the electrons caused by
exchange, as proposed theoretically by Van Vleck of Harvard Univer-
sity. This exchange narrowing became an important interpretive tool
in EPR as well as in NMR in magnetic materials.

2.2.2 Electron Paramagnetic Resonance in Semiconductors—Electron-Nuclear
Double Resonance

In 1954, R. C. Fletcher and coworkers reported the observation of
the first EPR of shallow donors in semiconductors.”® [Fig. 1-9] A
well-resolved hyperfine structure (hfs) arising from the field pro-
duced by the nuclear moments at the electron or from the electron
spin density at the nucleus was observed for arsenic and phosphorus
donors in silicon. A comparison of the magnitude of the observed
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Fig. 1-9. Hyperfine splitting in spin resonance of Group V donors in
silicon, electron spin of 1/2. For phosphorus, nuclear spin (I) is 1/2;
the two vertical lines correspond to the two values of my, +1/2 and
—1/2, the projections of I along the direction of the magnetic field.
For arsenic, [ = 3/2; the four vertical lines correspond to m; values of
+3/2, +1/2, —1/2, and —3/2. For antimony (14 vertical lines), six
lines pertain to isotope Sb'?! (I = 5/2), and eight lines pertain to
isotope Sb'2 (1 = 7/2). In each case, if the impurity concentration is
greater than 1018 per cm®, only single lines appear. [Fletcher et al.,
Phys. Rev. 95 (1954): 844].

hfs with the corresponding values found for the free arsenic and
phosphorus atoms played a central role in the development of the
theory of shallow donors by W. Kohn and J. M. Luttinger.”® The
unpaired s electron of the donor in the silicon lattice moves around
the donor nucleus in a hydrogenic-like orbit of very large radius
(304) caused by the dielectric shielding and reduced effective mass of
the electron in the solid. This results in a reduced electron spin den-
sity at the nucleus and a smaller hfs, as compared with the
corresponding values for the free atom. G. Feher extended the work
on the properties of shallow donors in silicon, studying their spin-
lattice relaxation and developing techniques for polarizing the donor
nuclei®® This work led to one of the landmark developments in
EPR—the discovery by Feher of electron-nuclear double resonance
(ENDOR).8! [Figs. 1-10 and 1-11] The ENDOR technique allows NMR
transitions to be studied at the nucleus of a paramagnetic ion or in
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Fig. 1-10. Schematic representation of the energy-level diagram of a donor electron in
phosphorus-doped silicon as a function of an externally applied magnetic field. Each of the
two electronic states corresponding to the electron spin (S) of phosphorus, mg = + 172, is
split by hyperfine interaction with the phosphorus nuclear spin (I) of 1/2 and designated by
my = £ 1/2. The allowed transitions between mg = 1/2 and mg = —1/2, which take place
at microwave frequencies (about 10 MHz), are between the same m;’s, resulting in the two
absorption lines separated by about 118 MHz shown in Fig. 1-9. Each of the mg , m; levels
is split further by interaction with Si?® nuclei (the much more abundant Si?® not having a
nuclear moment), but these splittings—which are in the MHz range—are too small to be
resolved in the electron-spin resonance spectrum. However, if a strong microwave field is
applied to saturate the electronic transition and superimposes an auxiliary radio frequency in
the MHz range corresponding to the separation between nuclear sublevels, the microwave
signal corresponding to the sublevel transition is unsaturated. This results in an intensity
change that is far easier to detect (because of a greater population difference affected) than
the direct absorption of radio frequency by the nuclear spins. [Feher, Phys. Rev. 114 (1959):
12191
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Fig. 1-11. (A) Microwave absorption representing the interaction of the
phosphorus electron spin with the phosphorus nuclear spin (see Fig. 1-10).
The center of the two lines, indicated by the arrow, is the measurement of the
hyperfine interaction. The difference of the two lines is the measurement of
the nuclear moment. (B) Microwave absorption representing the interaction
of the phosphorus electron spin with neighboring Si?? nuclear spins. [Feher,
Phys. Rev. 114 (1959): 1223].

surrounding nuclei by monitoring a change in EPR intensity, rather
than by observing direct radio frequency absorption corresponding to
transitions induced in the nuclei. The significance of this was two-
fold: it enabled the study of small hfs that was unresolved in the
EPR spectrum; and the increased sensitivity provided by EPR versus
NMR detection enabled the determination of nuclear moments in
small concentration. The ENDOR technique was applied by Feher to
plot the donor wavefunction in silicon by studying the ENDOR of sil-
icon nuclei at different lattice sites moving out from the P donor.??
This study was the prototype of many studies in other systems, such
as the F center in alkali halides.3?

Feher’s activity in EPR led to his collaboration with H. E. D. Scovil
and H. Seidel in 1956 to build the first continuous-wave (cw) solid-
state maser (microwave amplification by stimulated emission of radia-
tion) using the Gd*' ion in lanthanum ethylsulfate. It is interesting
to note that building this maser provided the first demonstration of
EPR cross relaxation. A small amount of cerium was used to cross
relax certain gadolinium levels to prevent population buildup, which
would be undesirable from the point of view of maser action, in a
particular gadolinium level.
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W. B. Mims was the first to apply the electron-spin echo technique
to measure cross relaxation in paramagnetic systems. He developed
even more sensitive ways of using ENDOR and measuring electric
field shifts in paramagnetic ions by echo techniques.®* Electron-spin
echo signals were observed to decay in a periodic manner and not
monotonically as would be expected for a normal relaxation mechan-
ism; the echo-decay envelope being effectively modulated by the
superhyperfine or ENDOR frequencies characteristic of the material.

This nuclear modulation effect in electron spin echoes was
discovered in 1961 by Mims, K. Nassau, and J. D. McGee at Bell
Labs% and independently by J. A. Cowen and D. E. Kaplan at the
Lockheed Research Laboratories®® in the course of experiments that
were aimed at understanding the physical principles underlying the
maser. The nuclear modulation effect provides one of the quickest
and most convenient methods for investigating electron nuclear cou-
pling in glasses and in many biological materials. At Bell Labs it has
been also used to study coupling with nitrogen nuclei in hemoglobin
and in a number of other metalloproteins.

2.2.3 Electron Paramagnetic Resonance and Optical Fluorescence

The activity in the study of solid state masers and lasers in the late
1950s stimulated an interest in the structure of excited states of
paramagnetic ions in crystals that were separated from the ground
state by an energy corresponding to an optical frequency. Direct
detection of EPR in these excited states was generally not feasible
because of the small number of ions that could be maintained in the
excited levels by optical pumping. However, instead of observing the
microwave absorption directly, S. Geschwind and coworkers moni-
tored the change in the optical fluorescence from an excited state of
ruby when microwave EPR transitions were induced among its mag-
netic sublevels.” In effect, the absorption of a microwave photon was
converted to a change in fluorescence corresponding to one optical
photon, which is far easier to detect. This first experiment on optical
detection of EPR of excited states in solids was followed by detailed
analysis of hfs and relaxation of a number of excited states of transi-
tion metal ions and rare earth ions in solids.®® [Fig. 1-12] Connected
with these experiments was the demonstration by G. F. Imbusch and
Geschwind that an optically pumped excited state in solids retains
memory of the ground state magnetization even after having gone
through complicated vibrational decays in the excited state.®® This
technique of optical detection of EPR was later agplied to the study of
relaxed excited states of color centers in solids’’ and became widely
used for the study of excited triplet states in organic molecules.’!
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Fig. 1-12. Block diagram of the system used [or optical detection of electron paramagnetic
resonance in the E(E) state of AlLLOyMn**. [Imbusch and Geschwind, Phys. Lett. 18
(August 15, 1965): 109].

In 1959, W. ]. Brya, Geschwind, and G. E. Devlin utilized the tech-
nique of Brillouin light scattering to demonstrate conclusively that in
EPR, paramagnetic ions relaxing to equilibrium may heat the lattice
vibrations in a narrow frequency range around the microwave fre-
quency.92 This microwave phonon bottleneck, as it was called, had
been a long outstanding problem in EPR. Prior to this work the evi-
dence for its existence was only indirect, since it could only be
inferred from the behavior of the EPR signal itself.

2.2.4 Electron Paramagnetic Resonance in Metals

In contrast to insulators, EPR in metals is dominated by the physics
of the translational motion of the conduction electrons. This is true
whether it is the EPR of the conduction electrons or of the localized
moments interacting with conduction electrons that is being investi-
gated. Greater experimental difficulties are encountered in the mea-
surement of EPR in metals as compared with corresponding measure-
ments in insulators primarily because the microwaves penetrate the
metal sample only to the extent of the microwave skin depth
(107 to 1075 cm). Difficulties may also occur because the relaxation
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times of the electronic moments in metals are generally shorter.
However, along with the development of more sophisticated tech-
niques specific to metals and the general high sensitivity of EPR, it
has been possible to use EPR to make significant progress in a
number of areas of metal physics.

The first EPR in metals at Bell Laboratories was reported by M.
Peter and Matthias, who observed a g-value in europium metal
characteristic of Eu?*.%3 This confirmed that europium was divalent,
in agreement with earlier susceptibility measurements of Bozorth and
Van Vleck. Peter and coworkers also studied the g-shift of the Gd®*
local moment in a variety of intermetallic compounds and in alloys of
elements of the second transition series.”® These measurements indi-
cated the presence of a negative electronic Knight shift caused by an
exchange interaction between the conduction electrons and the Gd**
local moment. The sign of this exchange, as determined by the sign
of the g-shift, was in accord with NMR Knight shift measurements in
these compounds made by Jaccarino and coworkers.”” These reso-
nance experiments were important adjuncts to susceptibility and
specific heat measurements as well as to the intensive theoretical
work on local moments in metals that was carried on at Bell Labs in
the early 1960s.

The relaxation time, or linewidth, of a local moment in a metal is
another source of information regarding its interaction with conduc-
tion electrons. This relaxation corresponds to the flow of energy
when the local moment is resonated with microwaves, from the local
moment magnetization to the conduction electron magnetization, and
subsequent equilibration of the conduction electron spins to the lat-
tice temperature. Gossard, A. J. Heeger, and J. H. Wernick showed
that at a high-enough concentration of local moment (only a few per-
cent manganese in copper), the flow of energy is bottlenecked by the
relatively low heat capacity of the conduction electron spins.”® This
bottleneck was predicted theoretically by H. Hasegawa and must be
taken into account in order to properly interpret local moment relaxa-
tion behavior in metals.”

Another area of EPR in metals in which Bell Labs was very active
in the mid-1960s was the EPR measurement of conduction electrons
in alkali metals by W. M. Walsh, L. W. Rupp, and P. H. Schmidt.%®
This program was aided by the success in preparing ultra-pure alkali
metals. The most significant aspect of these results was the indication
that core-polarization contribution to electronic g-shifts plays an
important role in the heavier alkalies such as cesium and rubidium.

A key contribution was the theoretical work of P. M. Platzman and
P. A. Wolff on spin waves in nonferromagnetic metals.”? Using the
Landau theory, they calculated the wave-number-dependent radio
frequency susceptibility of an interacting system of conduction elec-:
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trons and showed that sidebands on the EPR line in sodium and
potassium seen by S. Shultz and G. Dunnifer'® were caused by these
spin waves.

2.3 Ferromagnetic Resonance

Ferromagnetic resonance (FMR) was discovered in England in 1946
by J. H. E. Griffiths in iron, nickel, and cobalt.}®! However, the
observed FMR frequencies were puzzling as they were far from
agreement with predictions based on the measured gyromagnetic
ratios determined from torque experiments. It remained for Kittel,
who was at M.I.T. at that time, to account for these results by point-
ing out the importance of the large demagnetizing fields in determin-
ing the FMR frequency.102 He also derived expressions for the com-
plex microwave permeability. W. A. Yager and Bozorth at Bell Labs
carefully checked the quantitative predictions of Kittel by doing FMR
on thin sheets of Supermalloy, which was particularly suitable for
that purpose because of its low anisotropy.!% Shortly thereafter, Kit-
tel generalized his result to obtain the resonance frequency of uni-
form precession for an arbitrary spheroid. These expressions were
experimentally verified at Bell Labs by Kittel, Yager, and Merritt.1%4

2.3.1 The Gyrator

The development of relatively low-loss magnetic insulators, with
properties determined by an applied dc magnetic field, led to a
wealth of technological applications and a new industry. These were
initiated by the invention and exploitation of a practical gyrator by
C. L. Hogan in 1951.1% [Fig. 1-13] The idea (and the name) of the
gyrator—an ideal, passive, four-terminal device with nonreciprocal
transmission properties, shifting the phase by 180° in one direction
and by 0° in the other—had been advanced by B. D. H. Tellegen at
the Philips Research Laboratories in the Netherlands.!% Hogan real-
ized that ferrite placed in a magnetic field close to that required for
FMR is a medium capable of possessing nonreciprocal properties to a
utilizable extent. He also observed that the nonreciprocity would be
acceptably broad-band. He proceeded to construct a gyrator and a
series of successful microwave isolators and circulators in the 9 GHz
range using ferrite slugs placed suitably in waveguide.

2.3.2 Resonance Linewidth and Losses in Ferrites and Garnets
Research aimed at understanding the origin of losses in FMR, or

equivalently, the FMR linewidth, was central to the improvement of
microwave ferrite devices. Galt and coworkers!?” and Clogston!®®
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Fig. 1-13. Simplified drawings showing the rotation of the plane of polarization produced in
ferrite rods in a gyrator used as a microwave isolator. The upper part shows the polarization
conditions inside the cylindrical guide for a wave propagating from left to right; the lower part
shows the polarization conditions for a wave propagating from right to left. The resistance
sheets are good radio frequency absorbers for waves polarized parallel to the surface but very
poor absorbers for waves polarized normal to the surface. For the incident wave, the rotation
of the plane of polarization produced by the Faraday effect in ferrite specimen C, is clockwise
as viewed in the direction of propagation; in C, it is counterclockwise, because the direction of
the applied field is reversed. Similar rotation takes place for the reflected wave, as indicated,
leading to the absorption of the wave in resistance sheet D.

formulated a valence exchange theory of loss applicable to certain fer-
rites such as NiFe,O, in which Fe?* and Fe®" exist on physically
equivalent sites. Because of spin-orbit coupling the “extra” electron
on the Fe?* may find it more energetically favorable to be on one site
or on the other when the magnetization moves. This extra electron
requires a certain relaxation time to return to thermal equilibrium
when the magnetization moves, introducing a lagging torque and a
consequent loss mechanism. However, such a valence exchange
mechanism is essentially absent in yttrium iron garnet (YIG), because
all of the metal ions are trivalent.

With the elimination of the major source of microwave losses, other
loss mechanisms came to the fore. In 1956, Anderson and Suhl
pointed out that as a result of the dipole-dipole interaction between
spins in a ferromagnet, the resonance arising from the uniform pre-
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cession mode of FMR is degenerate with a portion of the spin-wave
spectrum.'® This degeneracy was shown to be the basis of a loss
mechanism for FMR by Clogston and coworkers.!!? They pointed out
that disorder, such as impurities or irregularities in the crystal, pro-
vided a coupling mechanism for drawing energy from the uniform
precession mode to the degenerate manifold of spin waves. Extensive
experiments on YIG, many of which were done at Bell Labs by R. C.
LeCraw, E. G. Spencer, and C. S. Porter from 1958 to 1963, showed
that pits left on the surface of the sample by the polishing process
provided the irregularity necessary for coupling the uniform preces-
sion.!!! Increased surface smoothness resulted in lower linewidths.
However, even at the highest surface polish a peak in the FMR
linewidth as a function of temperature was still observed, as first
reported by Dillon.!!2 This peak was shown by Dillon and J. W. Niel-
sen to be caused by traces of other fast-relaxing, rare earth impuri-
ties.!13 Several theories of this rare earth relaxation appropriate to
different magnitudes of relaxation of rare earth ions have been
given.!* T, Kasuya and LeCraw used ultrapure YIG prepared by
Remeika to obtain an extremely narrow linewidth of 0.05 Gauss, lim-
ited by fundamental spin wave-phonon interactions in the crystal. 113
The surface pit scattering and rare earth impurity linewidth mechan-
isms are an outstanding example of interplay between theory and
experiment culminating in the practical realization of the ultimate
linewidth in so important a technological material as YIG.

2.3.3 Parametric Ferromagnetic Amplifier

There were many other significant advances in FMR at Bell Labora-
tories. Suhl discussed and explained the fundamental behavior of
FMR at high powers, the related saturation and instability effects, and
showed how a parametric ferromagnetic amplifier could be built.!16
He proposed that a ferrite sample, under an applied dc magnetic
field, be placed in a cavity that is simultaneously resonant to two sig-
nal frequencies, f; and f 217 When a high-power “pumping” field of
frequency f; + f, is applied to the sample, amplification or oscillation
should be observed at the signal frequencies f, and f,. The fre-
quency condition for the pumping field, [ = f1 + f, was predicted
earlier by J. M. Manley and H. E. Rowe."!8 Shortly thereafter, M. T.
Weiss demonstrated such a ferrite microwave amplifier and oscillator
operating at 4.5 GHzl!!® P. K. Tien invented a traveling-wave
parametric amplifier that included, in addition to the frequency con-
dition mentioned earlier, a phase-matching condition, S(pump) =
Bi(signal) + B,(idler), which is also known as the Tien Beta rela-
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tion.!?? This phase-matching condition became widely used in non-
linear optics and in quantum electronics.

The wave-type parametric amplifiers, including the forward-wave-
type and the backward-wave-type amplifiers proposed by Tien, were
quickly demonstrated in the form of diode amplifiers by M. E.
Hines,'?! and by M. Uenohara and W. M. Sharpless,’?? and in the
form of cyclotron-wave electron-beam amplifiers by R. Adler and G.
Hrbek,'? and by T. J. Bridges and A. Ashkin.!?? What made the
parametric amplifiers important is that signals are amplified by an
electron beam or by semiconductor diodes in the form of a variable
reactance that does not contribute noise.!”> A diode parametric
amplifier at 6 GHz with a noise figure as low as 0.3 decibel has been
built at Bell Laboratories.1?6 (This noise figure should be compared
with a noise figure of 6 to 10 decibels in typical traveling wave tubes
built in the late 1950s.)

2.3.4 Ferromagnetic Resonance in Rare Earth Ferrimagnetic Materials

In 1956, Dillon'?” observed simultaneously with R. L. White, J. H.
Solt, and J. E. Mercereau,'?® a large number of subsidiary ferromag-
netic resonance absorptions. These are called magnetostatic modes
because they correspond to the natural oscillations of a system of cou-
pled dipoles. A complete theory was given for general spheroidal
samples by L. R. Walker in 1957.'%? Geschwind and Clogston pointed
out theoretically and showed experimentally how an inhomogeneous
broadening in FMR is narrowed by the dipolar forces.!3® This latter
phenomenon is important for linewidth analysis in polycrystalline
materials.

Some of the most interesting work in FMR was done on systems in
which a magnetic rare earth ion was substituted for yttrium in
YIG.13! These are ferrimagnetic structures, with the rare earth ions,
the iron ions on octahedral sites, and the iron ions on tetrahedral
sites each forming a magnetic sublattice. The fact that the rare earth
ions have widely different magnetic properties gives rise to a rich
variety of behavior in the substituted garnets. The rare earth ions
have a complicated level structure, heavily dependent upon their
crystal environment, in many cases with low-lying levels. One
consequence in such a case is that the field for ferromagnetic reso-
nance may be highly anisotropic, varying by as much as several
kilooersteds with crystal direction. A prototypical system is YIG
doped with terbium, where dramatic effects were observed. Dillon
and Walker developed an extension of the usual FMR theory to
include ions with complex level structure that gave a satisfactory
explanation of these results.!3?
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2.4 Electron Orbital Resonance

A charged particle in the presence of a uniform magnetic field
moves in a spiral path around the flux lines. The frequency of the
circular transverse motion is called the cyclotron frequency and is
proportional to both the charge-to-mass ratio of the particle and the
strength of the magnetic field. If a radio frequency (rf) electric field
is also applied transverse to the fixed magnetic field and its polariza-
tion is made to rotate at a frequency equal to that of the particle’s
cyclotron motion, a resonant transfer of energy will occur. This will
lead to an increase (or a decrease, depending on the relative phase) in
the transverse component of the particle’s velocity and a loss of
energy from the driving circuit. The phenomenon is known as cyclo-
tron resonance since it requires equality of the excitation and cyclo-
tron frequencies. It has been widely exploited in particle accelerators,
mass spectrometers, in an early version of the magnetron (a high-
power microwave oscillator), and, in the mid-1970s, in a new millime-
ter wave generator, the Gyrotron.133

In fusion research the cyclotron resonances of various charged par-
ticles in a plasma or dense gas discharge offer a means of plasma
heating. Cyclotron resonance has also proved to be a powerful spec-
troscopic tool in solid state physics. It has contributed greatly to the
understanding of the motion of electrons and holes in semi-
conductors, semimetals, and metals. In addition, it has led to a much
more general understanding of the collective dielectric behavior of
these conducting solids, an area of research known as solid state
plasma physics (see Chapter 6, section 2.2.3).

2.4.1 Orbital Resonance in Semiconductors

In order to measure the charge-to-mass ratios of mobile charged
particles with some accuracy using cyclotron resonance methods, the
motion of those particles should be well defined. This means that the
particles should complete several orbital cycles around the magnetic
flux lines without disturbance. While this condition is easily
achieved for free particles in a good vacuum, it is most difficult to
obtain in solids because of the scattering by the thermal vibrations of
the crystal lattice, and static imperfections such as vacancies, disloca-
tions and, above all, charged impurities. Thus, despite prior theoreti-
cal suggestions that cyclotron resonance in solids would be very
interesting, it was not until 1953 that Shockley could point out that
improvements made in the purity and crystalline perfection of the
elemental semiconductors germanium and silicon (motivated by the
nascent transistor technology) should increase the mean-free path
sufficiently to permit observation of cyclotron resonance in these sem-
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iconductors.13 Following this suggestion, scientists at the University
of California at Berkeley,!3® and at the Lincoln Laboratory of M.I.T.!%
investigated a variety of cyclotron resonance absorption lines in both
germanium and silicon arising from electrons moving in multiple and
highly anisotropic conduction-band valleys. Less well-resolved cyclo-
tron absorption caused by holes at the valence-band edges were also
seen. At Bell Laboratories, Fletcher, Yager, and Merritt discovered
that the hole resonances were much more complex than had first
been expected, exhibiting a fine structure caused by the quantum
nature of the motions of the particles.137

The full elucidation of the quantum structure has required consid-
erable effort on the part of both experimenters and theorists over
many years. Using cyclotron resonance as a monitor of free carriers,
J. C. Hensel, T. G. Phillips, and T. M. Rice determined the work func-
tion of a novel metallic condensate, the electron-hole droplet formed
by high densities of carriers in germanium at low temperatures.!®
(For more on this topic see section 5.6 of Chapter 2.)

Cyclotron resonance in semiconductors has also been used to study
the two-dimensional space-charge region formed at the Si-SiO, inter-
face in metal-oxide semiconductor (MOS) devices.!®? Since scattering
times are short in the disturbed potential at the interface the experi-
ments require very high frequencies and, correspondingly, very
strong magnetic fields. Variations of effective-mass ratios and scatter-
ing times have been observed as functions of the space-charge density
and temperature. Whether some of these varjations are manifesta-
tions of many-body interactions is a question of continuing interest.

The phenomenon of cyclotron resonance may also be probed by
light scattering rather than by direct resonance absorption. This was
clearly demonstrated by R. E. Slusher, C. K. N. Patel, and P. A. Fleury
in InSb using CO; laser radiation that was inelastically scattered
because of excitation of both cyclotron and spin-flip transitions.!4?
The latter scattering provides the basis for the magnetically tunable
spin-flip laser. (For more on this topic see section 7.3 of Chapter 5.)

2.4.2 Orbital Resonance in the Semimetals Bismuth and Graphite

Shortly after the first observations of cyclotron resonance in sem-
iconductors, Galt initiated similar experiments in a different class of
conducting solids—the semimetals whose archetype is the element
bismuth.!*! A semimetal differs from a semiconductor in that the con-
duction and valence bands overlap and, therefore, equal numbers of
mobile electrons and holes are present even at the lowest attainable
temperatures. This high conductivity restricts penetration of the
rapidly time-varying electrical excitation to a thin surface layer, the
skin depth, and severely complicates the resonance phenomenon.

TCI Library: www.telephonecollectors.info



52 Engineering and Science in the Bell System

Galt found that the clearest results could be obtained if the uniform
magnetic field was directed perpendicular to a carefully polished flat
surface of the semimetal. His study showed that the cyclotron reso-
nances then took the form of absorption steps or edges rather than
simple absorption lines. The data analysis was greatly aided by a cal-~
culation of Anderson that explained the step-like character of the
resonance under skin-effect conditions.*? Galt’s paper later proved to
be the precursor of plasma aspects of orbital resonance phenomena.
Despite the inherent complexities, Galt and his coworkers were able
to unravel the spectra of elemental bismuth and some dilute alloys
and, thus, to confirm theoretical calculations of the electronic band
structure of these materials.!* Their use of circularly polarized
microwave excitation to distinguish between electron and hole reso-
nances was particularly noteworthy. A similar investigation of
graphite was also performed by Galt and his coworkers!** and later
interpreted by P. Noziéres.!*® The concept of magnetospectroscopy of
semimetals was extended from the microwave to the infrared region
by W. S. Boyle, A. D. Brailsford, and Galt,!*® and later by J. C. Burgiel
and L. C. Hebel.147

2.5 Resonance Experiments in the Far-Infrared

Many of the collective excitations in solids, such as spin waves, lat-
tice waves, and charge density waves, occur in the far infrared region
of the electromagnetic spectrum. Important solid state spectroscopic
data in this region remained relatively untapped until the late 1950s
because of a lack of strong broadband sources and sensitive detectors.

Since the days of A. A. Michelson’s work with an optical inter-
ferometer,!#8 spectral data could be obtained by using interferometers
as well as by using dispersion spectrometers. However, to extract the
spectral information from the data obtained with the interferometer
required laborious and tedious calculations. With the availability of
fast computers, these calculations were no longer prohibitive and
Fourier transform spectroscopy came into its own. After the initial
developments of far infrared interferometers by H. A. Gebbie and
G. A. Vanasse,'*® and by J. Strong at Johns Hopkins University,!% the
techniques were successfully applied to problems in solid state phy-
sics by P. L. Richards and S. J. Allen at Bell Labs as well as by work-
ers in other laboratories.

A wide variety of problems have been attacked with this spectros-
copic tool. The influence of impurities on the superconducting
energy gap was shown by Richards to agree with Anderson’s predic-
tions. Antiferromagnetic spin waves were studied by Richards and
others in a number of magnetic insulators.!® Of particular interest
was the effect of orbital degeneracy on the magnetism of such
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molecules as U0O,.152 Rotation of molecules trapped in $-quenol
clathrate inclusion compounds were graphically expressed by their
far infrared absorption.!>® The crystal field environment of iron in
hemoglobin was deduced from its far infrared electron spin reso-
nance. The diffusion rate of mobile cations in solid electrolytes like
NaB-alumina, used in a sodium sulfur battery, contains as a factor the
vibration frequencies of the cations in their potential wells, and these
frequencies lie in the far-infrared.’>* Perhaps one of the most produc-
tive areas of far-infrared spectroscopy concerns electron states in
semiconductors. Plasma waves, cyclotron resonance, and donor state
spectroscopy are revealed in the far infrared. In 1978, D. C. Tsui and
coworkers were able to probe the electron states confined to the
inversion layer of a silicon metal-oxide semiconductor field-effect
transistor (MOSFET).1%%

1. MOSSBAUER SPECTROSCOPY

The Mossbauer effect was discovered by R. L. Mossbauer in 1957 at
Heidelberg, Germany.!>® He found that when radioactive atoms that
emit gamma rays are bound in a solid, the solid absorbs the recoil of
the emission and the emitted gamma ray has the full energy of the
nuclear transition. These gamma rays can be resonantly absorbed by
another nucleus of the same type. [Fig. 1-14] The comparison of
source emission energies and absorber energies leads to a new form
of spectroscopy—Mossbauer spectroscopy. The primary importance
of this technique is that it allows accurate measurements of the very
small changes produced in nuclear energy levels by the electrons of
an ion and its neighbors in the solid. Thus, Mossbauer spectroscopy
can serve as a probe to study chemical bonding, structure, and
magnetism, as seen by individual nuclei.

3.1 Hyperfine Structure Studies in Magnetic Materials

The use of Mossbauer spectroscopy was begun at Bell Laboratories
in 1959 by G. K. Wertheim. Wertheim’s initial approach was to try to
relate the hyperfine interactions known to be observable via the
Mossbauer effect—the magnetic hyperfine splitting and the quadru-
pole splitting—to the electronic structure of solids by studying the
Mbssbauer spectra of relatively well understood materials.'> In this
process, he discovered a new interaction, the isomer shift, which
arises from the electrostatic interaction of the nucleus with the elec-
tronic charge density. With Walker and Jaccarino, Wertheim demon-
strated that ionic wave functions previously calculated could be used
to explain the observed isomer shift values for Fe”, the most com-
monly used Mdssbauer nucleus.)® They also determined the size of
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Fig. 1-14. (A) Diagram showing that the
Mossbauer effect is based on the resonant absorption
of gamma rays emitted in the decay of a radioactive
nucleus, which can be resonantly absorbed by a
nucleus of the same kind in the ground state. (B)
“Standard” configuration of a simple Mdssbauer
experiment. The source is moved with precisely
controlled velocity to modulate the gamma-ray
energy by means of the Doppler eflect. When the
gamma rays have proper energy to be resonantly
absorbed by nuclei in the absorber, fewer of them
pass through to the detector, and the counting rate
decreases. (C) The result normally is plotted as
shown, in terms of the transmission, or counting
rate, versus the Doppler velocity applied to the
source. The idealized spectrum shown would be
obtained for a quadrupole-split doublet. [Science
178 (November 1972): 8291.
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the nuclear radius change between excited and ground states. This
approach established a systematic relationship between the
parameters observed by Mdssbauer spectroscopy and known magnetic
and chemical structure. Using this information, it was subsequently
possible to learn about new materials from their Mossbauer spectra.
This technique was immediately useful in studying comFlex new
magnetic materials. There were three important advantages:'%°

1. Measurements of magnetization could be made without a field
applied to the sample, so that good data could be obtained even
on materials that were hard to saturate magnetically.

2. In complex materials with magnetically inequivalent sites, the
magnetism of the different ions could be directly determined
from the Mossbauer spectrum.

3. Powder samples could be studied; single crystals were not
required.

The experimental results on Mdssbauer spectra, together with infor-
mation from nuclear magnetic resonance, turned the attention of
physicists to the problem of understanding the various contributions
to the hyperfine field at the nucleus in magnetic materials. An early
series of experiments on alloys of iron diluted with other elements
showed that the effects of this alloying on the hyperfine spectrum
could be very simply explained.160 For each substitution of a non-iron
neighbor in the near-neighbor shells of the iron probe atom, both the
isomer shift and hyperfine field were altered by fixed amounts.
These results showed that simple additive behavior could be expected
for many alloys, and enormously simplified the interpretation of data
on more complex systems. Subsequently, the model was also shown
to be valid for alloys of gold with transition metals.'¢]

3.1.1 Hyperfine Fields in Rare Earths

Several rare-earth isotopes can be used for Mossbauer spectroscopy.
Hyperfine structure measurements allow the magnetism and ionic
structure of metals, intermetallic compounds, and insulators to be
related. This approach was used to study the magnetism of rare earth
iron garnets, in which europium was used as a Modssbauer
probe. 627169 The hyperfine field observed in the Méssbauer spectrum
is proportional to the exchange field on the europium. The sources of
the exchange could be ascertained by substituting nonmagnetic ions
for the iron in the garnet. [Fig. 1-15] The results of the experi-
ments showed that the two tetrahedrally coordinated iron nearest
neighbors to the europium ions provided almost all of the exchange
field, in contradiction with a previously accepted model. This infor-
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Fig. 1-15. Mdssbauer spectra of Eu'! in gallium-doped euro-

pium iron garnet, Eu; Fes_y Gay Oy, for various values of x. The
origins of the magnetic interactions in garnets can be determined
from these spectra. [Nowik and Ofer, Phys. Rev. 153 (1967): 413].

mation on the origins of garnet magnetism proved useful in the
design of complex mixed garnets for bubble-domain memory devices.

3.1.2 Microstructure of Magnetic Alloys

In 1978, M. Eibschutz and coworkers used the Mossbauer spectros-
copy of iron alloys to study the microscopic structure of the Chromin-
dur cold-formable, high-energy-product permanent magnet materials.
These alloys are generated by means of spinodal decomposition of a
Co-Cr-Fe alloy, which produces precipitates of only a few hundred
angstroms. It was shown that this complex material contains two fer-
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romagnetic phases at room temperature, with the coercive force aris-
ing from the domain-wall-particle interaction of the two magnetic
phases, making it a good permanent magnet.!”0

3.1.3 Hyperfine Measurements and Electron Spin Relaxation

Initially, Méssbauer spectra were considered to arise from static
hyperfine fields. However, as measurements were extended to addi-
tional systems, it became apparent that many of the observed spectral
features were arising from dynamic phenomena. This meant that the
hyperfine fields seen by a nucleus were changing during the charac-
teristic time of the Mossbauer absorption (typically 107° to 1077
seconds).

An early experiment by Wertheim and J. P. Remeika studying the
hyperfine spectrum of Fe’* as a dilute impurity in corundum
(a—Al,O3) established the idealized extremum of the “slow relaxation
limit.”17! By making the iron dilute enough to remove the iron-iron
relaxation mechanism, and cooling to eliminate thermally excited
relaxation mechanisms, the spectra of the individual paramagnetic
states of isolated ions could be determined. The spectra of these
states were shown to correspond to those expected for the known
iron-ion wave functions in this host. These experiments laid the
groundwork for a theoretical model that showed how to obtain the
hyperfine spectrum for the case of moderately fast relaxation by con-
sidering rapid stochastic transitions among the paramagnetic basis
states of the ion in the magnetic field.!’? This theory was quite suc-
cessful in explaining the spectra of materials where the iron-iron dis-
tances were large, such as the dithiocarbamates, and in rare earth
materials such as dysprosium ethyl sulphate!’® and erbium ortho-
chromite 174

3.2 Layer-Structure Compounds

The discovery by Bell Labs scientists in 1974 that layer-structure
compounds such as TaS; and TaSe; could have charge density waves,
that is, a coupled periodic distortion of the conduction electron den-
sity and of the lattice, led to a whole new range of experiments in
which the Mdéssbauer effect was used to study the physics of these
interesting new materials. Although none of the species in these
compounds could be studied easily by Mossbauer spectroscopy, the
compounds could be doped with small amounts of Fe” and the added
isotope used as a probe. The Mdssbauer isomer shift was used by Eib-
schutz and F. J. DiSalvo as an indicator of the electron density of the
host. It provided a direct determination of the physical variable of
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interest, namely the variation in electron density from point to point
inside the crystal, and the temperature dependence of that density.!”>

3.3 Amorphous Materials

Mossbauer spectroscopy has also been used to study glasses and
amorphous materials and crystals containing many defects. In these
systems, the relatively low resolution, and the sensitivity of the
Mossbauer hyperfine structure parameters only to nearby ions, can be
an advantage. Well-resolved spectra can be obtained for materials
where only short-range order is present, materials for which many
other techniques are not applicable. An early study by C. R. Kurkjian
of iron in glasses took advantage of this.!”® Direct evidence was pro-
vided that Fe®" was four-fold coordinated in silicate glasses, but six-
fold coordinated in phosphate glasses. It was also possible to observe
directly the precipitation of Fe,O; during the annealing of glasses in
which the Fe®* was insoluble.

Mossbauer studies using Fe” have also been extremely effective in
studying the thermal decomposition of europium ferricyanide, ferrous
sulphate, and mixed Fe-Ni oxalates.!”” The reactions and intermediate
stages involved in these decompositions are of commercial impor-
tance because the same processes are used to manufacture rnagnetic
oxides and complex mixed ferrites for magnetic tape, transformer
cores, and computer memory devices. Since the Mossbauer spectros-
copy technique is sensitive to the surroundings of individual atoms, it
is capable of much more detailed elucidation of the decomposition
processes than, for example, X-ray diffraction, which requires decom-
position products to be at least a few hundred angstroms in size to be
identifiable.

3.4 Studies of Electroplating

Méssbauer spectroscopy of Sn!' was very successfully applied by

R. L. Cohen and K. W. West to the study of the materials and
processes used in preparing plastic surfaces for metallization by elec-
trodeless plating. These processes, despite their wide use in the auto-
motive and electronics industries, had never been extensively studied.
The chemistry was extremely complex and poorly controlled, and the
mechanisms were not well understood. Most of these processes used
tin in various forms. It was possible to follow the main reaction
chains by using Mdossbauer spectroscopy to monitor the chemical state
of the tin. First, the chemistry of processes used to prepare commer-
cial catalyst solutions was determined.!”8 [Fig. 1-16] These processes
were shown to depend on the formation of a complex -between
divalent tin and divalent palladium, and the subsequent decomposi-
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Fig. 1-16. (Top) Massbauer spectra of a sensitized graphite surface at various processing
stages, (bottom) labeled (a), (b), and (c). After sensitization and rinsing, the deposit consists
of a large amount of stannic hydroxide (resonance minimum at zero velocity) and a relatively
weak resonance minimum corresponding to the Pd-Sn alloy (line near 2 mm/second). After
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Advances in Chemistry Series (1981)].
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tion of this complex to form an extremely fine colloid of metallic tin-
palladium alloy, with coagulation prevented by an adsorbed stabiliz-
ing layer of Sn**. It was then established that these colloidal parti-
cles were adsorbed on the plastic surface to be plated, and formed the
catalytic layer required for the subsequent electroless plating.179
Undesirable side reactions were also defined,!®® and improved pro-
cessing techniques to avoid them were developed.!®!

The chemistry and metallurgy of “hard gold,” an electrodeposited
alloy of gold with small amounts of cobalt, widely used for connec-
tors and contacts, has also been studied by Mossbauer sgectroscopy'.
Both the gold host!82 and the cobalt alloying ingredient!® were stud-
ied to determine how the impurities (especially carbon, nitrogen,
hydrogen, and oxygen) were combined with the metallic species in
the deposit. It was also possible to observe the effects of accelerated
aging on the decomposition of the deposit, and the composition of
the high-resistance surface layer formed by extended exposure of the
deposit to air.
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Chapter 2

Semiconductor Physics
and Electronics—
The Transistor

Semiconductor physics research has played a unique role at Bell Labora-
tories. It not only gave rise to the invention of the transistor, thereby revolu-
tionizing the electronics industry, but it also stimulated advances in the tech-
nigues of preparing materials in single-crystal form of unprecedented purity.
This made possible the preparation of a variety of materials of known chemi-
cal composition and structure, leading to research experiments with unambig-
uous interpretation and furthering the science of solid-state physics.

This chapter describes not only research on the physics of semiconductors
involved in devices, for example, p-n junctions, transistors, photovoltaic cells,
and light emitting diodes—but also research that has deepened the under-
standing of semiconductor physics, such as band structure, pressure effects
and multivalley bands, the phonon drag, and electron-hole liquids. Other
aspects of semiconductors are discussed elsewhere in this volume—
semiconductor surfaces in Chapter 3, heterostructure lasers in Chapter 5, ion
channeling and ion implantation in Chapter 8, semiconductor materials in
Chapter 11, and crystal growth and impurity doping in Chapter 19.

In view of the historic importance of the invention of the transistor and the
related Nobel Prize awarded to |. Bardeen, W. H. Brattain, and W. Shockley
on December 10, 1956, for their research on semiconductors and their
discovery of the transistor effect, this chapter contains a reproduction of a
contemporary story of the “Genesis of the Transistor,” and some personal
reminiscences recorded by Brattain in 1975 expressly for this history.

Principal authors: J. K. Galt, T. H. Geballe, J. C. Hensel, and E. O. Kane
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I. SEMICONDUCTOR RESEARCH UP TO 1948 — THE POINT CONTACT
TRANSISTOR

In the mid-1940s the understanding of the physics of the rectifying
properties of germanium and silicon, the principal semiconductors
used as detectors in radar during World War II, was in a rudimentary
state. Prior to this time, technological development proceeded mostly
by the method of “cut and try.” In 1945, scientists at Bell Laboratories
realized that if semiconductor technology relevant to communications
was to advance rapidly, a deeper understanding of the physical prin-
ciples underlying semiconductors and their properties was impera-
tive. It was also realized that little progress would be possible unless
single-crystal specimens of high purity could be produced and the
addition of very small amounts of specific impurities could be prop-
erly controlled. Multiple efforts were launched in the areas of physi-
cal research (experimental and theoretical investigations of semicon-
ductors) and in metallurgy (the crystal growth and purification prob-
lem), and it was decided to concentrate on the Group IV semiconduc-
tors silicon and germanium (see Chapters 11 and 19 in this volume).

At the same time the theoretical picture of semiconductivity was
coming into better focus. The understanding of semiconductor prop-
erties is based on the Bloch functions! and on A. H. Wilson’s theory
of energy bands, which introduced the idea of filled (valence) bands
and empty (conduction) bands separated by a forbidden gap.2 The
rapid development of understanding in this period is beautifully
summarized in the classic paper of G. L. Pearson and ]. Bardeen,
which concentrated mainly on the valence-band semiconductors, sili-
con and germanium.? The valence band in these materials is associ-
ated with electrons in covalent bonds. The four bonds are just
enough to hold the four valence electrons per atom in a crystal struc-
ture, where each atom is surrounded by four nearest neighbors. It
was also known that impurities with valence 5 (such as arsenic) could
be incorporated in the crystal lattice substitutionally. The extra
valence electron would go into the conduction band, giving rise to
conductivity by electrons (n-type conduction). Similarly, trivalent
impurities like boron could also be inserted in the lattice substitution-
ally. This would lead to conductivity by holes (p-type conduction)
because one electron per boron atom is missing from the valence
band. The hydrogenic effective-mass theory for these impurities was
formulated, which yielded binding energies of the order of 0.01 elec-
tronvolts (eV) when scaled down from the binding energy of the
electron of a free neutral hydrogen atom in the ground state by the
large dielectric constants (12 to 16) and small effective masses (0.1 my,
where my is the free electron mass) characteristic of these materials.
The mobility of the carriers was measured and found to be large com-
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Fig. 2-1. W. Shockley (seated), J. Bardeen (left), and W. H. Brattain (right). shown in
an historic photograph taken in 1948,

pared to ionic conductors. The effects of lattice scattering and impur-
ity scattering of the carriers were also studied at this time. Impurity
scattering was found to be Rutherford scattering from charged impur-
ities strongly reduced by screening due to the free carriers and the
large dielectric constant. Lattice scattering was mainly caused by
acoustic phonons as demonstrated by the T%? temperature depen-
dence of carrier mobility in pure samples.

The theory of lattice scattering was greatly advanced by the work
of Bardeen and W. Shockley.” [Fig. 2-1] Their study showed that the
scattering was related to the shift of the energy bands under uniform
stress. This deformation-potential method made possible an empirical
correlation of the mobility with measurements of band-edge shift
caused by uniaxial stress. Phonon scattering causes a modulation of
the electron density, which matches the phonon wavelength and has
maxima in the troughs and minima at the peaks.

Experimental progress during the late 1940s did not lag. Initially it
was deemed vital to pursue investigations into the physical properties
of the semiconductor surfaces as well as the bulk, since the failure to
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differentiate carefully between bulk and surface effects had caused
some considerable confusion in the past. Bardeen and W. H. Brattain
initiated an extensive investigation of the properties of germanium
surfaces—surface states, surface traps, and the nature of contacts. The
major achievement of their study was the discovery of the
phenomenon of current injection of minority carriers by a forward-
biased point contact. This principle led to the development of the
point contact transistor, the first working transistor.®”

I1. THE JUNCTION TRANSISTOR AND OTHER SEMICONDUCTOR
AMPLIFIERS

Soon after the discovery of the point-contact transistor, Shockley
developed a theory for the p-n junction in semiconductors and the
junction transistor.® Because of the planar geometry of the p-n junc-
tion theoretical calculations and predictions of electrical characteris-
tics were very much simplified. Two years later, Shockley, M. Sparks,
and G. K. Teal verified experimentally Shockley’s theoretical predic-
tions and produced the first junction-transistor amplifier.” This
formed the scientific basis for all the transistor technology that was to
follow and the subsequent proliferation of integrated circuits in the
electronics industry.

2.1 The p-n Junction

If one region of a semiconductor crystal such as germanium is
doped with a trivalent impurity—for example, boron (resulting in p-
type conductivity)—and the adjoining region is doped with a penta-
valent impurity—for example, phosphorus (resulting in n-type
conductivity)—a p-n junction is formed at the interface between the
two regions. [Fig. 2-2] Such a junction acts as a rectifier. When no
external potential is applied, some holes in the p region diffuse across
the junction into the n region, and similarly, some electrons in the n
region diffuse into the p region until a potential barrier is built, stop-
ping the charge flow. When an external voltage is applied across the
crystal with the p side made positive with respect to the n side (for-
ward bias), the potential barrier is reduced. As a result, more elec-
trons flow from the n region to the p region and also more holes flow
in the opposite direction. When the p side is made negative with
respect to the n side (reverse bias), only a very small current flows.
This is caused by the small density of minority carriers (electrons in
the p region and holes in the n region) normally present.

2.2 p-n Junction Transistors

A junction transistor is formed by putting two p-n junctions
together back-to-back, giving rise to either a p-n-p or an n-p-n
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Fig. 2-2. Distribution of holes and electrons, and energy as a function of position in a p-n
junction under applied biases. [Shockley, Electrons and Holes in Semiconductors (1950):
881.

transistor. Focusing on the n-p-n transistor, and following the
nomenclature used by Shockley, Sparks, and Teal, one of the n
regions is called an emitter, the p region is called the base, and the
other n region is called the collector.!9 The emitter-base junction is
forward-biased while the base-collector junction is reverse-biased.
With this arrangement, electrons in the emitter region easily climb
the small potential hill into the base region. Once in this region the
electrons may diffuse so that some arrive at the base-collector junc-
tion. If the base layer is made very thin, very few of the electrons
will combine with the holes in this p region and efficient transmis-
sion of electron current through the layer will occur. The current
transmitted from the emitter through the base to the collector can be
varied by applying a variable potential between the emitter and the
base. Moreover, if the emitter region is made more highly conduct-
ing than the base region, most of the current across the emitter-base
junction will consist of electrons. The behavior of this device is
analogous to that of a vacuum-tube triode, with the emitter
corresponding to the cathode, the base corresponding to the region
around the grid wires, and the collector corresponding to the plate.
Small ac voltage variations across the emitter-base junction results in
a much larger voltage variation across a resistive load inserted in the
circuit supplying the potential between the base and collector,
thereby giving rise to large power gain.
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The operation of a p-n-p junction transistor is very similar to that
of the n-p-n transistor. In the p-n-p transistor the n region is the base
and the p regions are the emitter and collector, respectively. Most of
the current across the p-n and n-p junctions is carried by holes
instead of electrons.

Shockley, Sparks, and Teal also discussed more complicated forms
of junction transistors. One form, involving three junctions, is the p-
n-p-n transistor called the hook-collector transistor. In this transistor
the single n-type collector is replaced by a p-n junction, and holes
injected by the p-n junction (biased forward) provoke enhanced elec-
tron flow, yielding current gain. A second type of transistor is the
photo-transistor, which is constructed in the same way as the hook-
collector transistor. The photo-transistor has four elements separated
by three junctions, but the hole injection by the emitter junction is
replaced by hole-electron pair generation produced by light shining
in the surface of the p region. Electrical connections are made only to
the two n regions.

2.3 Field Effect Transistors

An interesting example of the use of p-n junctions is in the junc-
tion field effect transistor (JFET) proposed by Shockley in 1952!! and
subsequently demonstrated by G. C. Dacey and I. M. Ross. 1213
[Fig. 2-3] The initial objective of semiconductor research was to
develop a solid-state amplifier based on the principle of field effect.
Early attempts showed only a small effect caused by the unavoidable
influence of the surface states as elucidated by Bardeen. Shockley
correctly predicted that the p-n junction, when used as a gate of a
field-effect transistor, would be free of surface state problems since
the p-n junction gate can be located away from the surface.

The surface-state problems, however, were eventually resolved by
an unexpected discovery. In 1959, D. Kahng and M. M. Atalla found
that silicon and clean, thermally-grown SiO, interfaces contain a
sufficiently small amount of surface states so that a true field-effect
transistor can be built on this unique material system. The field-effect
device they described also made use of p-n junctions, as well as sur-
face inversion layers studied and characterized by W. L. Brown!* and
included in a device proposed by Ross. !

The inversion layer in the Kahng-Atalla device is a unique many-
electron system. It is bound on one side by the SiO; with a potential
barrier of 3.2 eV, and on the other side by the band bending in sili-
con, which is controlled by the voltage applied to the metal gate of
the device. The bound states associated with the electron motion nor-
mal to the surface (their wave functions spread several tens of
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Fig. 2-3. (A) 1. M. Ross (seated) and G. C. Dacey measuring the
characteristics of a field-effect transistor. Ross later became executive vice
president, and then president of Bell Laboratories. (B) Schematic of a field-
effect transistor, the operation of which is described in Chapter 7. The space-
charge layers that modulate the conductance of the n-type germanium are
indicated by the shaded volumes extending into the crystal from the two p-type
gates. [Proc. IRE 41 (1953): 970].
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angstroms and their energy levels separate by several tens of mil-
lielectronvolts) were characterized in great detail by a combination of
magneto-transport, electron tunneling, and far infrared absorption
and emission experiments.!® The two-dimensional character of the
inversion layer was also verified directly. Its cyclotron energy
depends only on the magnetic field perpendicular to the surface and
its plasmon energy goes to zero at long wavelengths.!” The influence
of screening by the metal gate on the two-dimensional plasmon
dispersion was also confirmed. The inversion layer constitutes a
degenerate, two-dimensional, one-component plasma, whose density
can be varied continuously to about 2 x 103/cm? by varying the gate
voltage on the device. It behaves as a simple two-dimensional metal
in the high density (>10'%/cm?) limit, and goes into a nonmetallic
state at lower densities. The metal-to-nonmetal transition occurs at
approximately 5 X 10''/cm?, depending on the condition of the
Si—Si0, interface.!® From measurement at low temperatures down to
0.05K, using silicon metal-oxide semiconductor field-effect transistors,
it was shown that there is no true metal-nonmetal transition in two
dimensions, but rather a continuous transition from exponential to
logarithmic localization.!

The Kahng-Atalla field-effect device, which became known as the
MOSFET (metal-oxide semiconductor field-effect transistor), was the
basic building block of metal-oxide semiconductor (MOS) integrated
circuits. The MOSFET represents fruition of the original objective of
the semiconductor research initiated at Bell Labs in 1946. (See “The
Genesis of the Transistor.”)

2.4 The Read Diode

After the successful realization of a solid state triode, the transistor,
a search was launched for negative resistance in a solid state diode
structure as a potential source of high-frequency oscillation. Such a
negative resistance had been known to exist in a vacuum-tube diode
structure for some time, arising from carrier transit delays. Shockley
had proposed two possible mechanisms through which negative resis-
tance effects could be obtained in three-layer structures.?’ However, it
was thought that oscillation of much higher frequency would be pos-
sible with a diode than with a triode, since the triode-based oscilla-
tors proved to be rather inefficient at higher frequencies.

It was first pointed out by W. T. Read that avalanche multiplication
has a desirable dynamic property as a cathode because the emitted
carrier current lags the applied field by 90 degrees.21 Because of this
initial phase lag, any further phase lag due to carrier transit delay
immediately delivers forward oscillation energy. The diode oscillator
with a tailored drift region based on this principle has become
known as the Read Diode and has evolved into a practical and
efficient microwave source.
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The first observation of significant microwave oscillation was made
by R. L. Johnston, B. C. DeLoach, Jr., and B. G. Cohen in a silicon
diode with quasiuniform doping, somewhat different from the origi-
nal Read structure and mounted in a microwave cavity.?* The Read
structure was also shown to oscillate in a similar cavity by C. A. Lee
and coworkers.?? Read’s proposal stimulated many careful fundamen-
tal investigations into the avalanche multiplication process. Another
study by Lee and collaborators served not only the later development
of practical microwave sources but also aided the development of
avalanche radiation detectors.?*

2.5 Acoustic-Wave Amplifiers

In 1960, while exploring possible means to amplify microwave sig-
nals, P. K. Tien proposed an acoustic-wave amplifier that was made of
a semiconductor film that carries a current and a piezoelectric slab in
which an acoustic wave propagates.25 The thin semiconductor film is
in close proximity with the piezoelectric slab. The piezoelectric fields
generated by the acoustic wave in the slab are capable of interacting
with the electrons in the film, thereby extracting kinetic energy from
the electrons. This results in the amplification of the acoustic wave.
Therefore, the amplifier is a solid-state version of the traveling wave
tube, with the acoustic wave replacing the electromagnetic wave,
which is normally carried by a slow wave circuit such as a helix.
Shortly after Tien’s study, another form of the acoustic wave
amplifier, consisting of a single block of the piezoelectric semiconduc-
tor, was proposed by D. L. White.2® The first acoustic wave amplifier
was constructed and demonstrated by A. R. Hutson, J. H. McFee, and
White in 1961.%7 Both types of amplifiers have been studied for appli-
cation to real-time wideband signal processing, active delay lines, and
radio-frequency amplification in television receivers.

Stimulated by these inventions, a large amount of research has
been devoted to the acoustoelectric effect and the formation of high-
field domains caused by that effect. In 1968, comprehensive, non-
linear calculation was carried out bg Tien that provided all necessary
data for the design of these devices. 8

ITII. THE BELL SOLAR PHOTOVOLTAIC CELL

The invention of the silicon solar cell followed C. S. Fuller’s
pioneering study of impurity diffusion and p-n junction formation in
germanium.?’ Pearson and P. W. Foy had previously made small-area
junction rectifiers in silicon by alloying an aluminum wire with n-
type silicon.30 This junction demonstrated the advantages of silicon
over germanium. Since silicon has a larger energy gap between the
conduction band and valence band, it has a higher rectification ratio
and can operate at much higher temperatures than germanium. By
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diffusing boron into n-type silicon, Pearson and Fuller succeeded in
making large-area silicon rectifiers, and by making the junctions close
to the surface, they achieved an efficiency of 6 percent.3! (For a more
detailed discussion of the silicon solar cell and other solar cells see
section VII of Chapter 11.)

This work was followed by an analysis of the solar cell by M. B.
Prince.> He showed that the expected efficiency of an ideal cell
depended on the energy gap of the semiconductor. The energy gap
of silicon was nearly optimum and an ideal efficiency of about 23 per-
cent was expected. By the late 1970s, silicon solar-cell efficiency had
been increased to 17 percent.33

The first application of the silicon solar cell was as a power source
for a repeater of the Bell System Type P rural carrier. The test, con-
ducted in 1957 in Americus, Georgia, lasted for six months3* An
array of cells, delivering 9 watts in bright sunlight, charged a nickel-
cadmium storage battery to provide continuous operation. The solar
cell was also used in the 1960s as a power source in the Telstar satel-
lites. Solar cells are now used extensively on all satellites for electric
power generation. (See Chapter 7, section 2.1.)

IV. TRANSPORT PROPERTIES

Extensive studies on the transport properties of semiconductors
were initiated by many researchers soon after the discovery of the
transistor. Conductivity and Hall effect measurements were made on
germanium and silicon single crystals in both the intrinsic (carriers
thermally activated across the band gap) and the extrinsic (carriers
thermally activated from shallow impurity states)regimes. When stud-
ies were carried out as a function of temperature, the carrier concen-
tration, and in turn, the appropriate activation energies, as well as the
carrier mobilities and lifetimes, were obtained. A classic example of
this approach was the Haynes-Shockley drift experirnent.35 A “sweep-
ing field” was set up in a rod of germanium by a direct current
flowing from end to end. An emitter contact that injects a pulse of
minority carriers was attached at some point along the length of the
rod. Detection of the drifting carrier pulse downstream by a suitable
collector contact gave the time of flight and, hence, the minority car-
rier mobility.

Transport experiments in selectively doped crystals of germanium
and silicon provided the first knowledge about the nature of the shal-
low states introduced in the energy gap by the trivalent and penta-
valent substitutional impurities. F. J. Morin and coworkers measured
thermal activation energies and located the energy position in the
band gap of the impurity ground states.>® H. J. Hrostowski and R. H.
Kaiser confirmed these “thermal” energies by measurements (in the
infrarg;l) of optical transitions from impurity ground states to excited
states.
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4.1 Phonon Drag and Thermal Transport

After the discovery of the transistor, the availability of large single
crystals of germanium and silicon, obtained by pulling from the melt
and zone refining, created the opportunity to study transport
phenomena in specimens with well-defined geometry and controlled
chemical composition. (See also sections I and II of Chapter 19.) At
that time, it was well known that an electric current could perturb
thermal energy distribution among lattice modes. It was also known
that thermoelectric power or, more correctly, the Seebeck voltage, (J,
results from the tendency of the mobile charge carriers to diffuse
from hot to cold when a thermal gradient exists in the lattice. The
lattice remains in local equilibrium, and the diffusion continues until
balanced by the buildup of an electric field of just sufficient magni-
tude to counteract the diffusion.

It was discovered experimentally by T. H. Geballe at Bell Labora-
tories and by H. P. R. Frederikse at Purdue University that there was
a spectacular rise in Q of germanium and silicon at low tempera-
tures.®® This was almost immediately interpreted in terms of the drag
exerted on the charge carriers by the asymmetric distribution pho-
nons that travel from hot to cold in the thermal gradient.?® This pos-
sibility was first considered by L. Gurevich and has become known as
the phonon-drag effect.*

C. Herring simplified the problem by transforming it to a problem
by means of the Kelvin relation, Q = x/T, where = is the Peltier heat
flux transported per electron in isothermal current flow, and T is the
absolute temperature.*! He obtained quantitative expressions for
phonon-phonon and phonon-electron scattering times. The impor-
tance of anisotropy in the velocity of sound in removing divergencies
to which energy and momentum conservation lead in an isotropic
mode] was recognized. Those phonons of interest that drag the elec-
trons have wavelengths as much as an order of magnitude longer
than the thermal-energy phonons that carry the bulk of the heat in
thermal conductivity experiments. Herring further established that it
is meaningful to define a relaxation time for phonon-drag, long-
wavelength, low-energy phonons because they chiefly interact with
the bath of thermal energy phonons and relax back to equilibrium
independently of the occupation of the low energy modes.

Early studies of the phonon-electron scattering times in doped n-
type germanium and p-type silicon were undertaken by W. P. Mason
and T. P. Bateman.*? They used ultrasonic techniques at 500
megahertz (MHz) and obtained values for the intervalley scattering
time. The phonon-drag phonons typically have frequencies in the
range of 10! hertz (Hz), higher than can be generated by microwave
techniques, and lower than can be studied by conventional thermal
experiments. Thus, the phonon-drag experiments opened up a new
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region of the vibrational spectrum for study. Geballe and G. W. Hull
used single crystals cut into the shapes of tuning forks with tines of
different cross-sectional areas to measure the phonon-drag contribu-
tion to Q. It was possible to establish almost identical thermal gra-
dients in each of the tines of the tuning fork by a simple null
method. The relaxation times of the phonons traveling down the
parallel paths differed because boundary scattering in the one with
the smaller cross-sectional area occurred more frequently. 1t was also
possible to measure the effect of sample dimensjons on thermal con-
duction all the way up to 100K (a sensitivity that to date has not been
exceeded) due to the very large relaxation times of the phonon-drag
phonons.

The application of a magnetic field in different orientations with
respect to the crystal axes and to the thermal gradient led to the mea-
surement of a number of magneto-thermoelectric longitudinal and
transverse effects. The study of these effects facilitated sorting the
contributions of phonon drag and electron diffusion, and clarified the
role of different types of scattering that affect phonon drag.*>

Unfortunately, for the possible applications of phonon-drag
phenomena to devices such as thermoelectric generators, a saturation
effect was found for concentrations of carriers greater than
10% to 10" per cubic centimeter.** This is due to the fact that there is
only a finite amount of nonequilibrium momentum in the phonon
system to be fed into the electronic system so that the amount per
carrier becomes less with increasing carrier concentration.

Another cause of phonon scattering resulting from fluctuations in
mass caused by the random distribution of isotopes in naturally
occurring elemental germanium was suspected following the ideas of
Pomeranchuk® and Slack.?® This was verified by experiments in the
sensitive temperature region near 20K.*” [Fig. 2-4] A small amount of
enriched Ge’* obtained from the Oak Ridge National Laboratory was
purified to semiconductor purity by H. C. Theuerer and pulled into a
single crystal by P. Freeland. Its thermal conductivity became, at the
maximum, three times greater than that of the crystals of highest pur-
ity grown from natural germanium. The anticipated, even greater,
increase was found to be suppressed by the strong dispersion
discovered about the same time in the transverse acoustic spectrum of
germanium.

Many of the questions raised by the pioneering experiments of
Geballe are being answered by high-frequency phonon techniques
that have moved up to frequencies of 7 X 10!! Hz. These techniques
involve the use of thin, superconducting, tunnel-junction transducers
that act as generators and detectors of gap-frequency phonons.*® The
different acoustic branches can also be distinguished when these tech-
niques are combined with time-of-flight techniques. The first reso-
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nance spectroscopy experiments using these techniques were per-
formed by R. C. Dynes, V. Narayanamurti, and M. Chin on antimony
donors in germanium.*’ These techniques have also been applied by
Narayanamurti, R. A. Logan, and Chin to study electron phonon
coupling in epitaxial layers of GaAs.>® These measurements have
shown directly the disequilibrium between the long wavelength pho-
nons (which couple to the electrons) and the thermal reservoir, and
are related to many of the early concepts of Herring. The polariza-
tion dependence of the isotope scattering in germanium has been
vividly demonstrated using ballistic phonon techniques by
J. C. Hensel and Dynes.5!

V. SEMICONDUCTOR SPECTROSCOPY

5.1 Band Structure in Semiconductors

Band structure is fundamental to all semiconductor physics. The
first goal in understanding band structure of germanium and
silicon—delineation of the conduction and valence band edges—
seemed relatively modest at the beginning, but turned out to require
a surprising degree of sophistication to achieve. The experimental
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breakthrough came with the cyclotron resonance technique, follow-
ing its proposal by Shockley in the early 1950s.%2 With the announce-
ment of cyclotron resonance experiments in 1953 (carried out by
scientists at the Universi?r of California at Berkeley and at the Lin-
coln Laboratory of MIT), the quantitative understanding of sem-
iconductor physics advanced by an enormous step. It was found that
electrons were in multivalley energy bands with highly anisotropic
effective masses. In addition, the hole was found to play as important
a role as the electron in conductivity. Never before had the hole’s
existence been demonstrated so graphically as it was by its own
identifiable lines in the cyclotron resonance spectrum. Holes were
found in a pair of degenerate bands, one having a light effective mass
and the other a heavy effective mass. These novel effective masses
were then shown to be responsible for a number of interesting tran-
sport effects. As part of a study of band structure at Bell Labs, C. 5.
Smith measured the piezoresistance coefficients of germanium and sil-
icon, and found them to be very large in certain crystal directions.”
Mason pointed out the potential usefulness of those semiconductors
as strain gauges.’®> W. G. Pfann and R. N. Thurston conceived a
variety of strain gauges that, unlike conventional metal strain gauges,
utilized the sensitivity of these semiconductors to transverse and
shear strains.>®

The theoretical techniques for handling these rather exotic holes
and electrons were developed in large part by J. M. Luttinger and W.
Kohn, working at Bell Labs in the summer of 1954, and appeared in
their paper in 1955.57 The simple “hydrogenic” theory of impurity
states was then extended to the more realistic situation, giving quan-
titative confirmation between theory and experiment. Small
discrepancies were identified with “central cell” corrections.

Perhaps the most advanced application of this Kohn-Luttinger
effective mass formalism is their theory of the “free” (band) carrier
moving in the presence of an external magnetic field. The theory
predicts the result that cyclotron resonance (and, indeed, all
magneto-optical phenomena) involving holes would exhibit “quan-
tum” anomalies at very low temperatures. Observation of these quan-
tum spectra by R. C. Fletcher, W. A. Yager, and F. R. Merritt,*® and by
Hensel and K. Suzuki®® provided a very rigorous test of the effective
mass approach, a cornerstone of semiconductor physics.

The unpaired electron of the donor state is paramagnetic, making it
a natural candidate for spin resonance experiments. A series of spin
resonance experiments conducted in silicon by Fletcher and cowork-
ers,®0 and by G. Feher,®' provided further information about the
donor state, and demonstrated the onset of delocalization of donor
electrons with increasing impurity concentration. This work pro-
vided a catalyst to P. W. Anderson’s thinking on disordered systems,
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which was part of the work for which he was awarded the Nobel
Prize in physics in 1977. A high point of the resonance experiments
was Feher’s invention of the ENDOR (Electron-Nuclear Double Reso-
nance) technique, which made it possible to map out the donor wave
function by resolving the electron’s hyperfine interactions with the
Si%¥ nuclei that were randomly located on silicon lattice sites with an
abundance of about 5 percent.

In the late 1950s, one of the landmark experiments in semiconduc-
tor spectroscopy was J. R. Haynes’' discovery of the recombination
luminescence from free excitons and from excitons bound to impurity
states in silicon and germanium.®? These experiments not only pro-
vided valuable information about germanium and silicon (for
example, the identification of the momentum-conserving phonons in
these “indirect” transitions fixed the zone boundary phonon energies)
but also paved the way for the explosive growth of luminescence
spectroscopy that was soon to follow. In his last paper, Haynes
reported an intriguing luminescence from strongly pumped silicon at
liquid helium temperatures, which he attributed to recombination of
free biexcitons.®> Subsequently, it became known that, in reality, he
observed the electron hole liquid (see section 5.6 in this chapter).

5.1.1 Optical Studies and Band Structure

The important role of optical studies in clarifying the quantitative
understanding of electronic band structure was first recognized by J.
C. Phillips.® Structure in the fundamental reflectivity was seen to be
caused by optical energy extrema (optical critical points, where the
curve of optical energy versus momentum has zero slope) which gen-
erally occur at high symmetry points in k-space (crystal momentum
space). Parallel with this development, Phillips also applied the
pseudopotential concept to energy band studies, and obtained the
striking result that the silicon and germanium band structures could
be very accurately described in terms of only three Fourier
coefficients of the pseudopotential. Optical critical point energies
were then used to provide a purely empirical determination of
energy band structure that is still remarkable for its accuracy and
broad applicability. In the early 1970s the investigation of optical
critical points was greatly advanced by the electroreflectance studies
of D. E. Aspnes.®®

Another valuable concept introduced by Phillips is the dielectric
definition of ionicity.®® [Fig. 2-5] It is based on the dielectric proper-
ties of simple compounds with eight valence electrons per formula
unit (for example, zincblende materials and rock salt compounds).
From the dielectric ionicity, it is possible to predict very accurately
which compounds form in the rock salt and which form in the zinc-
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Fig. 2-5. Binary compounds with formula A"B5N (where
N = valence) are separated into two distinct groups when
their ionic energy gap, C, is plotted against their homopolar
energy gap, £,. The group below the line crystallizes with
fourfold coordinated structures; those above the line
crystallize with sixfold or eightfold coordinated structures.
The compounds MgS, MgSe, and MgTe fall on the line and
are found in both structures. The partial ionic character,
F; [= C/(C+E)"], has the value 0.785 for the line. The
compounds falling below the line have F; values below
0.785; those falling above the line have F, values greater
than 0.785. :

blende structure. Materials on the borderline transform from zinc-
blende to rock salt under pressure. Many other fundamental proper-
ties of electrons and phonons are found to correlate well with the
ionicity.
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5.1.2 Effect of Pressure on the Conduction Band of a Multivalley Semiconductor

The large effort in semiconductor physics research led naturally to
pressure experiments. It was found that the energies of the different
minima in the conduction band in a multivalley semiconductor
varied at different rates with increasing pressure.”” One experiment
that stands out is the unambiguous determination of the mechanism
of the Gunn effect by A. R. Hutson and coworkers.®® When a dc
potential is applied to a short sample of n-type GaAs, the current-
voltage curve follows Ohm’s law at low voltages. With increasing
voltage, oscillations occur sharply at a certain threshold voltage. This
phenomenon, which has device applications in solid-state microwave
generators, was first observed by J. B. Gunn at IBM.%° The high-
pressure experiment at Bell Labs showed that the threshold for the
effect decreases as the interband separation decreases with increasing
pressure, and that the effect disappears when half of the electrons
have been transferred to the lower mobility band, as predicted by the
proposed electron transfer mechanism for the Gunn effect.

5.2 Pair Spectra

Rapid advances in optical techniques were largely responsible for
opening new frontiers of semiconductor research in the 1960s. This
avenue turned out to be particularly well suited for investigations of
compound semiconductors in which interest was widening rapidly.
In the early stages traditional tools were employed, such as lumines-
cence, reflectance, and absorption. Later, differential methods came
into vogue—for example, electroreflectance, piezoelectroreflectance,
and wavelength modulation. Uniaxial stress was another new
spectroscopic technique pioneered at Bell Labs that contributed
greatly to the spectroscopy of semiconductors.

The optical research effort was spearheaded by the research of D. G.
Thomas and J. J. Hopfield [Fig. 2-6] on the II-VI compound CdS, a
well-known but hitherto poorly understood luminescent material.”®
They clarified the role played by excitons, both bound and free,
through the introduction of the concept of the polariton, a mixed
photon-exciton mode, analogous to the photon-phonon excitation
characteristic of infrared-active vibrations. Later, they turned their
attention to the III-V compound GaP, technologically important for
its luminescence in the visible part of the electromagnetic spectrum.
As a result of this effort many of the long-standing mysteries of
luminescence phenomena in solids were cleared away. Thomas and
Hopfield set out with the objective of understanding the radiative
and nonradiative recombination processes and their relation to the
chemistry of impurities in GaP crystals. Studies of the photolumines-
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Fig. 2-6. J. J. Hopfield (left) and D. G. Thomas conducted theoretical and
experimental studies of impurities in III-V compounds, leading to the
development of efficient light-emitting semiconductor diodes.

cent spectroscopy of nominally pure GaP at low temperatures
revealed an amazingly complicated spectrum with about 100 sharp
lines in the green part of the visible spectrum near the bandgap. The
presence of many lines in such a simple system led to a theoretical
analysis in 1962 by Hopfield, Thomas, and M. Gershenzon.”! The
crystals, although pure by the standards of the time, contained resi-
dual donors and acceptors that trapped negative and positive charges,
respectively, at low temperatures.

An analysis of the behavior of donor-acceptor pairs irradiated with
ultraviolet light led to a satisfactory explanation of the complicated
spectra, not only in terms of the number and location of the lines, but
also of their intensities. [Fig. 2-7] In terms of the interactions of the
charged entities involved—electrons, holes, donors, and acceptors—
isoelectronic impurities (for instance, nitrogen substituting for phos-
phorus in GaP) were found to introduce trapping states important in
producing fluorescence.”? Two major mechanisms curtailing lumines-
cence were also discovered. Studies by D. F. Nelson and coworkers
displayed curtailed luminescence caused by nonradiative Auger
recombination on certain traps.73 Nonradiative multiphonon capture
of electrons on levels strongly coupled to the crystal lattice was
another luminescence-curtailing mechanism discovered by C. H.
Henry.74

Through studies of pair spectra, the ionization energies of virtually
all the substitutional donors and acceptors in GaP have been accu-
rately determined. Pair spectra have also been used as an analytical
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Fig. 2-7. Donor-acceptor pair spectra in GaP. Light is emitted in fluorescence as many
sharp lines of different energies. The emission of light arises from the recombination of
electrons and holes trapped on distant donor-acceptor pairs. The discrete energies of
emission result [rom the discrete distances of separation of the donor-acceptor pairs as they
lie on the lattice sites of the crystal, because a Coulomb energy term with an !
dependence is added to the fixed atomic energy levels. Two patterns of lines have been
found. Type [ corresponds to a donor atom and an acceptor atom on the same type of
lattice site—both on gallium or both on phosphorus sites. Type II corresponds to a donor on
one type of lattice site and an acceptor on the other. The intensity of the lines is related to
the number of pairs at a particular separation distance. Experiment compares well with
theory for both types of spectra. [Hopfield, Thomas, and Gerschenzon, Phys. Rev. Lett. 10
(1963): 1631.

tool to identify unknown donors and acceptors not intentionally
introduced. In the pure material mentioned earlier, the sharp line
spectra arose from acceptor-donor pairs composed of carbon and sul-
phur. This simple, yet elegant, explanation of these very complicated
spectra represented a major advance toward understanding radiative
recombination in semiconductors and was very important to the
development of efficient electroluminescent diodes.

5.3 Light Emitting Diodes

In the late 1950s, attention was focused on the compound gallium
phosphide, which has an energy gap of about 2.3 eV. The energy gap
is the energy separating the conduction band from the valence band.
When an electron drops from the conduction band to an empty state,
or hole, in the valence band, the recombination process can result in
electroluminescence. With an energy gap of 2.3 eV, this semiconductor
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can potentially generate light in the wavelength range corresponding
to the red and green part of the visible spectrum, where the red and
green photon energies are 1.8 eV and 2.4 eV, respectively. From the
late 1950s to the late 1960s, scientists investigated this material and
demonstrated the feasibility of the light emitting diode (LED) device
technology. Significant advances were made, especially in the fields
of controlled addition of chemical impurities to the crystal and in the
physics of radiative recombination. It was demonstrated that the
radiative mechanism responsible for efficient light generation was
associated with isoelectronic impurities. [Fig. 2-8] (For more on this
topic, see section 5.2 of this chapter.) The impurities trap excitons and
provide the momentum required for radiative recombination. In
addition, p-n junctions were made that demonstrated the generation
of both red and green light at commercially attractive levels.

In the late 1960s the work on LEDs gradually moved into the de-
vice technology area, where a mass-production technology was
developed using large-area crystal substrates grown by a high-
pressure liquid encapsulation Czochralski method. Efficient junctions
were formed by a newly developed high-capacity liquid-phase epitax-
ial process, representing the first commercial application of this tech-
nique. This led to the production of red as well as green indicators,
illuminators, numeric displays, and optically coupled isolators using
GaP as well as ternary compounds by Western Electric and many
other manufacturers. These devices find wide application in the Bell
System as reliable, low-power lamps and numeric displays for tele-
phones, consoles, test panels, and station apparatus, and as efficient
low-noise couplers and isolators in various transmission and switch-
ing systems.

5.4 Thin Layers

The 1960s was an era distinguished by increased optical sophistica-
tion and consolidation. A completion of the picture of semiconduc-
tors seemed almost attainable. Still, the quest for new horizons con-
tinued into the 1970s. A. Y. Cho succeeded, by using molecular beam
epitaxy, in growing lattices with a controlled periodicity by alternat-
ing layers of GaAs and GaAlAs. R. Dingle, W. Wiegmann, and Henry
grew multilayered films in which they observed quantum states of
confined electrons.”” Electrons (or holes, as the case may be) are
found to be confined to a layer and behave as a two-dimensional elec-
tron gas, the lowering of dimensionality giving rise to a variety of
interesting phenomena. Another example of an analogous two-
dimensional system is the electrons confined to a surface inversion
layer of silicon in a MOSFET device, as discussed earlier in this sec-
tion. This 7problem has undergone extensive study by D. C. Tsui and
S.J. Allen.”®
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Fig. 2-8. Three means of hole-electron recombination. At the top, an electron (=) is
bound to a donor impurity (D+) and a hole (+) to an acceptor (A7). The donor and
acceptor are separated by a distance r. The overlap between electron and hole allows
recombination to occur and light to be generated. In the center illustration, a hole and
an electron are both bound to an “isielectronic trap” (ISO) causing a much greater
overlap. Rapid recombination occurs and generates light. In the bottom illustration, a
hole and electron are bound to a neutral donor, with an extra electron bound to the
donor. Recombination of the hole and electron can occur to give off light (left),
leaving the extra eclectron on the donor. ¢r, instead, the energy of the hole and
electron can be given to the extra electron (right), which is ejected with kinetic energy
and no light is generated. The latter process is dominant. All of these processes occur
at low temperatures and help in understanding effects observed at room temperature.

5.5 Deep Levels

Interest in certain long-neglected but very important areas of semi-
conductor physics reawakened in the 1970s. One such area is that of
defects and impurities with energy levels deep in the gap. After two
decades of preoccupation with shallow impurity states, attention
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turned to deep levels, especially for the wide-gap materials GaAs and
GaP. These states are of particular interest for the very same reason
that they are difficult to study—the nonradiative nature of recombina-
tion through them not only spoils light-emitting devices but pre-
cludes their study using the usual luminescence methods.

However, this experimental problem was solved by a capacitance
technique’” that was used to obtain information about nonradiative
centers in GaP by H. Kukimoto, Henry, and Merritt.”8 D. V. Lang
subsequently developed a practical spectroscopic capacitance tech-
nique called deep-level transient spectroscopy that proved extremely
useful in studying nonradiative processes in large numbers of sem-
iconductor devices.”’ Among the results that have been obtained
using this technique are the observation of recombination-enhanced
defect migration in p-n junctions,80 the identification of multiphonon
capture as an important mechanism for nonradiative capture,81 and
the discovery of centers responsible for low temperature, persistent
impurity photoconductivity in III-V semiconductors.®?

These experimental studies stimulated efforts to understand theoret-
ically deep levels in semiconductors. G. A. Baraff and M. Schliter
developed theoretical methods for calculating the electronic energy
states of deep levels.33 A major triumph of this theoretical under-
standing was the prediction84 and subsequent observation®® that the
deep levels associated with a lattice vacancy in silicon should behave
in a very peculiar way, namely, as if two electrons had a net attrac-
tion instead of the normal repulsion felt by electrons for each other.
This was the first direct observation of the apparent electron-electron
attraction effect, caused by an interaction with the lattice strain
energy, which had been suggested earlier on more general grounds
by P. W. Anderson 36

The success of the study of deep levels in crystalline semiconduc-
tors led to efforts to understand deep gap states in amorphous sem-
iconductors, where such states play a major role in the observed tran-
sport and optical properties of the material. An extension of the
deep-level transient spectroscopy method to the case of hydrogenated
amorphous silicon made possible the first direct measurement of the
spectrum of deep gap states in this technologically important
material.

5.6 Electron-Hole Liquids

Certainly one of the more exotic developments in semiconductor
physics was the discovery of the condensation of excitons into an
electron-hole liquid in many semiconductors. The idea was originally
presented by L. V. I(eldysh88 in an address at the 1968 International
Semiconductor Conference held in Moscow and was verified in sub-
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stance a few months later by experiments conducted in the Soviet
Union % Experimental90 and theoretical®® collaborations at Bell Labs
have done much to elucidate the nature of this very unusual
phenomenon. It has been found that at liquid helium temperatures,
photogenerated free excitons, the “gaseous phase,” can condense into
a liquid state when the average density exceeds a certain well-defined
value. [Fig. 2-9] The nature of the condensate, after the theoretical
model of W. F. Brinkman and coworkers,?? is that of a metallic liquid,
made up of “free” electrons and holes, in the form of drops. The
overall analogy with the vapor-liquid transformation of a conven-
tional gas is striking.

VI. MOLECULAR BEAM EPITAXY

An outgrowth of the study of semiconductor single crystal surfaces
was the work on the interaction of beams of gallium atoms and
arsenic molecules on heated GaAs surfaces initiated by J. R. Arthur in
the mid-1960s. Utilizing modulated beams, Arthur observed that
while the sticking coefficient for gallium was unity, the sticking
coefficient of arsenic (from As, molecules) was small and highly
dependent on the gallium coverage of the crystal surface.”®> By mak-
ing the arsenic beam intensity much higher than gallium, he was able
to achieve a deposit of one arsenic atom on the surface for each added
gallium atom. This observation provided the basis for an epitaxial
growth technique for stoichiometric GaAs that did not require precise
control over the As/Ga beam intensity ratios, provided the arsenic
beam was significantly more intense than the gallium beam.
[Fig. 2-10] This very versatile vacuum-epitaxial growth technique was
further developed largely by Cho and is called molecular beam epi-
taxy (MBE).** (This technique, and its application to heterostructure
lasers, varactor diodes, IMPATT diodes, and other semiconductor de-
vices, is discussed in some detail in Chapter 19 of this volume.)
[Fig. 2-11]

Cho’s work demonstrating extremely smooth epitaxial layers and
heterostructures of GaAs and Al,Ga,_,As by MBE was a precursor to
studies of ultrathin, or superlattice, structures by A. C. Gossard and
coworkers.”® Two classes of new crystal structures were prepared. In
the first, alternate layers of GaAs and AlAs were grown. It was
demonstrated that artificial crystal structures with a periodicity of one
monolayer could be obtained by suitable shuttering of aluminum and
gallium beams. Although these structures had rather small domain
sizes (approximately 100A), structures in which the individual layers
were several monolayers thick had very large domains.

The second class of superlattice structures has somewhat thicker
(50-1001&) alternating layers of GaAs and Al,Ga;_,As. The GaAs has a
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Fig. 2-9. Phase diagram representing the two-phase system of
electron-hole liquid drops and exciton gas. Exciton gas alone exists
at low average density (above the curve, at the right); the two-phase
coexistence region exists at high densities (above the curve, to the
left). The critical temperature, T,. in germanium is 6.7° K.

narrower band gap than Al,Ga;_,As. A sandwich consisting of a thin
GaAs layer between Al,Ga;_,As layers is a two-dimensional quantum
well for holes and electrons. The absorption spectra of undoped
superlattice crystals, consisting of a stack of such sandwich structures,
clearly show the well-defined, confined hole and electron states.’®

A further elaboration of quantum well structures is the
modulation-doped superlattice reported by Dingle, H. L. Stérmer, and
coworkers.”’ In these, only the Al,Ga;_,As layers are doped and the
carriers are in their minimum energy state when confined in the
quantum well. Thus, the GaAs layers contain the carriers and the
Al,Ga;_,As layers contain the immobile fixed charges. These new
anisotropic crystals have electron mobilities greater than GaAs
because impurity scattering has been eliminated. Together with
modulation-doped interfaces between single pairs of layers, they have
provided materials for a number of studies of spectroscopy and tran-
sport in two-dimensional electron gases. In 1980, K. Von Klitzing
showed that a two-dimensional electron gas in a silicon inversion
layer exhibits the quantized Hall effect.”® The electrical resistance of
the modulation-doped superlattices also showed strong quantum
effects in response to magnetic fields, with the resistance parallel to
the layers dipping close to zero over certain ranges of field. At the
same time, their Hall resistance became precisely quantized in
integral submultiples of Planck’s constant divided by the square of
the electron charge (/e?). These effects, observed previously only in
silicon at higher fields, challenged theorists and offered new
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Fig. 2-10. Reflection clectron diffraction patterns of GaAs [001] (40
kcV, 100 degreces azimuth) and the corresponding  clectron
micrographs (38,400X) of Pt-C replicas of the same surface. (A)
Br,-methanol chemically polished GaAs substrate heated in vacuum to
580" C for S minutes. The diffraction pattern consists of spots, and the
surface is micro-faccted. (B) A layer of GaAs of average thickness of
150A was grown on the surface of the substrate in (A) with molecular
becam epitaxy. The diffraction pattern becomes more streaked and
patches of smooth areas are formed on the substrated. (C) A 1-
micrometer GaAs layer was grown on the surface of the substrate in
(A). The diffraction pattern is uniformly streaked normal to the
crystal surface. and the morphology appears completely featurcless.
The additional diffraction features (“half-order™ streaks) that appear
in (B) and (C) arc duc to the formation of reconstructed unit-cells of
the surface atoms, which have a unit-mesh length twice the dimension
of the bulk.

approaches to a precise measurement of #/e* and the fine structure
constant and for realization of a new fundamental standard of resis-
tance. Conductivity perpendicular to the layered structures was also
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Fig. 2-11. J. R. Arthur (Ieft) and A. Y. Cto pioncered in the development of Molecular
Beam Epitaxy. a process particularly suited for thin-film growth.

studied and revealed the ability to control the detailed profile of
potential barriers by crystal growth of graded layers. Asymmetric
barriers with graded bandgaps were created that produced unipoler
rectification, involving motion only of semiconductor charge carriers
of one sign. The layered structures may result in new devices that
utilize these high-mobility and anisotropic-conductivity characteris-
tics.

VII. SEMICONDUCTOR RESEARCH SUPPLEMENT — THE STORY OF
THE “GENESIS OF THE TRANSISTOR"”

The story of the “Genesis of the Transistor” is reproduced in three
parts:

1. “The Genesis of the Transistor,” by W. S. Gorton, Assistant
to the Director of Physical Research, J. B. Fisk, dated
December 27, 1949.

2. A letter from J. B. Fisk to R. Bown, Director of Research,
dated February 17, 1950.

3. Personal reminiscences by W.H. Brattain, recorded by
Brattain in 1975 for this History.
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7.1 “The Genesis of the Transistor”

December 27, 1949

MEMORANDUM FOR RECORD

The history of the transistor begins with the decision to study intensively the
properties of silicon and germanium. This decision was made in 1946 as a result
of a series of conferences intended to establish a plan for semiconductor research,
which was then being resumed after a war-time lapse.

Although silicon and germanium were the simplest semiconductors, and most of
their properties could be well understood in terms of existing theory, there were
still a number of matters not completely investigated. It was also thought wise to
develop techniques with these well-known substances before experimenting with
a wider variety of materials. The Plan was thus directed definitely toward establishing
fundamental understanding of phenomena and proper experimental techniques and not
toward the solution of problems of technological rather than scientific importance.

Work was begun actively in January 1946 under the direction of W. Shockley.
J. Bardeen worked on the theory, G. L. Pearson conducted the experiments on
bulk properties, and W. H. Brattain those on surface properties. This work was
aided by results obtained by J. H. Scaff and H. C. Theuerer during the war, as well
as those obtained by other laboratories.

From the point of view of the communications art, it appeared that the most
important development likely to arise from semiconductor research, and quite pos-
sibly from any branch of solid state research, would be a useful semiconductor
amplifier. This consideration influenced the emphasis of the work in various parts of the
solid state area. Very early in the program it was predicted by Shockley from the
existing theories for silicon and germanium that appreciable resistance modulation
of thin layers of semiconductor could be produced by inducing a net charge on
them with a strong electric field. This proposed form of modulation, which
became known as the “field effect,” was electronic, rather than thermal as in the
case of a thermistor, and it appeared that it might lead to new and useful semicon-
ductor amplifiers. Since the then-hypothetical field effect did: not violate any of the
basic laws of nature, it constituted a theoretical “existence proof” of an electronic
semiconductor amplifier and thus served to focus attention on such possibilities.
A number of experimental tests of the proposal were carried out by J. R. Haynes,
H.J. McSkimin, W. A. Yager and R. S. Ohl. All gave negative results; in the case
of the experiment of Ohl the expected effect was more than one thousand times
the minimum detectable indication of the measuring instruments.

These results led to a re-examination of the theory and the postulation by ]. Bar-
deen of the trapping of electrons in the surface layers of, or adsorbed layers on,
semiconductors, especially silicon and germanium.” This concept, referred to as
electrons in surface states, led to the idea that a space-charge layer may exist at the
free surface of a semiconductor independent of a metal contact. It provided an
explanation of several puzzling facts about point-contact rectifiers using ger-
manium and silicon. These included (1) lack of dependence of rectifier charac-
teristic on work function of metal, (2) lack of contact potential difference between
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samples of n- and p-type germanium and between n- and p-type silicon, and
(3) current-voltage characteristics observed by S. Benzer of Purdue University
between two similar pieces of germanium. The theory suggested that at
sufficiently low temperatures electrons might be frozen in the surface states so that
the field effect could be observed. Experiments by Pearson and Bardeen showed
that this was the case.? The effect was much smaller than had been predicted from
properties of bulk samples, but there was evidence that the remaining discrepancy
was due to an abnormally low mobility of electrons in these films.

The nature of surfaces and surface phenomena have always posed some of the
most difficult problems in solid state physics. Bardeen’s theory afforded a means
of investigating the electronic behavior of the surface and of determining the pro-
perties and origin of the surface states—results which would constitute important
contributions to the science of surface phenomena. There was also the possibility
that if action of the surface states could be prevented, then the field effect would
become efficient, and electronic semiconductor amplifiers might become practical.
Research on the nature of surface state effects was thus seen to have the usual
combination of advantages of being physical research of fundamental scientific
importance, of involving skills, instruments and materials which were available
almost uniquely at Bell Telephone Laboratories, and of having, at the same time,
the possibility of leading to developments of great practical importance. The obvi-
ous decision was, therefore, made to stress research on surface states, and as
described below, the phenomena which led up to the invention of the transistor
were discovered in the course of this fundamental research program.

Experiments to test further predictions of the surface state theory were sug-
gested by Bardeen, Shockley and Brattain. By varying the impurity content of sili-
con, Brattain found that he could systematically change the contact potential in
accordance with the changes in the surface state effected by changing the impurity
content.” The change was found to be in accordance with Shockley’s prediction
that increasing the impurity content of silicon would increase the difference
between the contact potential of the n-type (where the impurity produces an
excess of electrons) and the contact potential of the p-type (where the impurity
produces a defect of electrons). A large number of experiments, particularly by
Pearson and H. R. Moore, to obtain experimental confirmation of Bardeen’s
surface-state theory and direct evidence of the existence of his predicted space-
charge layer at the free surface of a semiconductor failed. The effects looked for
were small and were generally masked by extraneous phenomena.

An experiment which did indicate the presence of a space-charge layer was car-
ried out by Brattain. He found that shining light on n-type silicon produces a
change in contact potential which is interpreted as a defect of electrons at the sur-
face, and on p-type an excess of electrons.! The former effect is generally
described as bringing holes to the surface. In order to investigate a possible tem-
perature effect, the surface was cooled to a low temperature. A large hysteresis in
the effect was observed, which was considered as possibly due to the condensed
water on the surface which was noticed at the end of the experiment. In order to
avoid this effect, the surface was immersed in a liquid dielectric. A greatly
enhanced effect of light was observed. Various dielectric liquids were tried, and
then electrolytes.” The effect was larger with the electrolytes.

In the experiments involving electrolytes, R. B. Gibney suggested changing the
dc bias which had been incorporated in the circuit to counteract the contact poten-
tial.® The results indicated that the electrolyte was transmitting a strong electric
field to the surface layer of the silicon and that the experiment was another test of
the field effect mentioned earlier in this memorandum.” Gibney and Brattain
pointed out that the effect could be used to control the passage of current through
the silicon and, consequently, that a suitable arrangement could be made to func-
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tion as an ampliﬁer.8 They also remarked that a solid, instead of a liquid, dielectric
could be used, the only requirement being a sufficient ionic mobility to furnish
ions for the requisite dipole layer at the surface of the semiconductor.

Bardeen suggested an experiment by which the amplification effect with an
electrolyte could be studied. Instead of using a thin semiconductive film, as had
been used in earlier tests of the field effect, he suggested using a block of semicon-
ductor of one conductivity type on which there was a thin surface layer of oppo-
site conductivity type. This avoided the use of thin films with questionable electr-
ical properties. This suggestion was made to Brattain, and he and Bardeen
immediately tried the experiment with a block of p-type silicon on which a surface
layer of n-type silicon had been produced by oxidation. A contact was made to
the layer by a metal point, and a large-area low-resistance contact was made to the
base of the block. The point contact was surrounded by, but insulated from, a
drop of electrolyte. When a voltage is applied between the point and the base
electrode in the high-resistance direction for the n-p barrier between the layer and
the body, current flows to the point mainly in the thin surface layer. It was found
that the magnitude of this current could be controlled by a potential applied to the
electrolyte. The strong electric field applied to the layer by the electrolyte
changed its resistance in the way predicted by Shockley’s theory of the field effect.
Current amplification and, at very low frequencies, power amplification were
obtained, but not voltage amplification. This experiment was performed on
November 21, 1947.

The semiconductor was next changed, at Bardeen’s suggestion, to high-back-
voltage germanium furnished by Scaff and Theuerer. Experiments were continued
by Brattain and Bardeen, with the aid of Gibney on chemical problems. Although
the effect was again limited by the electrolyte to very low frequencies,
amplification of voltage, as well as current and power, was achieved. Although
there was no prior reason to suspect a p-type layer on the n-type germanium
block, the sign of the effect indicated that holes were flowing near the surface, and
that the magnitude of the hole current was enhanced by a negative potential
applied to the electrolyte.

In order to increase the fre%xency response, Bardeen suggested replacing the
electrolyte by a metal contact.”” Gibney prepared a surface by anodizing it and
then evaporating a number of gold spots on it. It was hoped that a field produced
by a gold spot could be used to modulate the current flowing near the surface.
When the expenment was tried by Brattain, a new effect, now known as transistor
action, was observed.!! It was found that current flowing in the forward direction
from one contact influenced the current flowing in the reverse direction in a
neighboring contact in such a way as to produce voltage amplification. This sug-
gested that holes were flowing from the contact biased in the forward direction to
the contact biased in the reverse direction. At first there was no power
amplification. It was estimated that power amplification could be achieved if the
separation between the rectifying contacts were of the order of 0.001 inch.

This arrangement was set up, and a voltage gain of 15 was secured at
1,000 cycles per second; the gain was slightly larger at 100 cycles per second.!
The experiments were continued, and on December 23, 1947, a speech amplifier
giving a power amplification of 18 or more, with good quality, was demonstrated
by W. H. Brattain and H. R. Moore to R. Bown, H. Fletcher, W. Shockley, J. Bar-
deen, G. L. Pearson and R. B beney 3 The arrangement was operated as an oscil-
lator on December 24, 1947.1

The elements of one of the arrangements were given to H. S. Black. His group
found that amplification occurred up to at least 107 cycles per second.

Brattain found that the practical spacing of the l'ectifymg1 6pomts had to be less
than 0.010 inch and that the optimum was about 0.002 inch.”” The points could be
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improved by electrical forming.17

At the suggestion of J. R. Pierce the device was designated the fransistor; it was
disclosed to a meeting of the BTL Research Department Technical Staff in the audi-
torium at Murray Hill on June 22, 1948. It was demonstrated to the press on
June 30, 1948, in the West Street auditorium. The first scientific publication was in
the form of three letters to the editor, published in the Physical Review for July 15,
1948.

(Original signed by)
W. 5. GORTON

1 This theory of trapped electrons is recorded in Notebook 20780, pages 38-53, March 18-April 23,
1946. It is published in Physical Review 47, 717, 1947 (May 15).

* (one of p-type and one of n-type). Note added by W. H. Brattain, 1975.

2 Notebook 20912, pages 1-11, April 22, 1946.
Notebook 20780, pages 47-53, April 23, 1946.

3 Notebook 21373, pages 88-108, May 20, 1947. (W. H. Brattain and W. Shockley, Phys. Rev. 72,
345, 1947.)

4 Notebook 18194, page 78, April 2, 1947. (W. H. Brattain, Phys. Rev. 72, 345, 1947)
5 Notebook 18194, pages 138-141, November 13-17, 1947.
6 Notebook 18194, page 142, November 17, 1947.

7 This whole matter was discussed in conference with P. ]. W. Debye. It was agreed that the con-
cept was correct and that the experiment had been a test of Shockley’s suggestion. (Recollection of
W. H. Brattain.)

8 Notebook 18194, pages 151-153, November 20, 1947,

9 Notebook 20780, pages 61-67, November 22, 1947.
10 Notebook 20780, pages 69-70, November 23, 1947.
11 Notebook 18194, pages 190-192, December 15, 1947. (NOTE. Bardeen and Brattain were work-
ing in very close cooperation at this time and had been so working for some weeks previously. Bar-
deen had spent much time in the laboratory watching the experiments as they were made, and

often suggesting them and participating in them. This arrangement facilitated interpretation and
discussion and enabled the ideas of both to be tried out with a minimum of delay.)

* Footnote added by W. H. Brattain in 1975:
We were using glycoborate at the electrolyte and noticed an anodic oxide film growing on the
surface of the germanium so we anodized the surface of a piece of germanium, washed off the
glycoborate and evaporated the gold spots on it. As it turned out the germanium oxide was
soluble in water and we had also washed it off! So these experiments were done on a freshly
anodized surface of germanium, and the first transistor was made on one of these samples
anodized in this way!

12 Notebook 18194, pages 193-194, December 16, 1947.

13 Notebook 21780, pages 708, December 24, 1947.

14 Notebook 21780, page 9, December 24, 1947.

15 Notebook T23265, page 2, January 20, 1948, and subsequent entries to February 10, 1948.
16 Notebook 21780, pages 56-61, January 26, 1948.
17 Notebook 21780, pages 26, 31, January 15, 1948.
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7.2 J. B. Fisk’s Letter to R. Bown

February 17, 1950

MR. RALPH BOWN:

I send you herewith Mr. W. S. Gorton’s memorandum of December 27, 1949,
entitled “The Genesis of the Transistor”. This has been written in compliance
with your request of June 22, 1948, to him to prepare an account of the thinking,
work, and events which resulted in the transistor.

Mr. Gorton had repeated interviews with Messrs. W. Shockley, J. Bardeen,
W. H. Brattain, and G. L. Pearson; he also read the significant portions of per-
tinent notebooks, especially the references cited in the memorandum. The
memorandum was written, submitted to those named, altered, often extensively,
and resubmitted. Count has been lost of the number of times this process was
repeated. The final result was submitted to you on September 12, 1949.

After you had referred the manuscript to Mr. H. A. Burgess, Mr. Gorton dis-
cussed it with him and Mr. H. C. Hart. The note to footnote No. 11 was added,
and they then approved the account in toto. The changed memorandum was
again submitted to Messrs. Shockley, Bardeen, Brattain, and Pearson; it was
approved by them and constitutes the attached memorandum.

Throughout the work Mr. Gorton repeatedly raised the question as to whether
full credit was being given to all to whom it was due; he was assured that it was.
It is to be noted that the names of twelve persons appear in the memorandum as
having taken substantial part in the work.

The interviews showed that memory was beginning to get hazy in a few
respects but discussion and time cleared it up. To counterbalance any such effect
it is thought that the account has benefited from the better perspective due to the
passage of time. Taking everything into account, including the fact that all of the
pertinent documents were at hand for study, I think we may reasonably regard
this account of the genesis of the transistor as definitive.

(Original signed by)
J. B. FISK

Copy to

Mr. H. A. Burgess-Mr. H. C. Hart
Mr. W. Shockley

Mr. J. Bardeen

Mr. W. H. Brattain

Mr. G. L. Pearson

7.3 Walter H. Brattain’s Personal Reminiscences, Recorded by Brattain
in 1975

When the question was asked, “What should we name it?”, Bardeen and I were
told, “You did it; you name it.” We were aware that deForest had called his three-
electrode vacuum tube an audion, and that this name did not survive. We also
knew that whatever we named it might not take. We knew a two-syllable name
would be better than three or more syllables. J. A. Becker had originated names
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for other semiconductor devices, namely, varistor for the rectifier and thermistor
for the temperature-sensitive device. We wanted a name that would fit into this
family. We had many suggestions, some ending in “-tron,” which we did not like.
Bardeen and I were about at the end of our rope when one day J. R. Pierce walked
by my office and I said to him, “Pierce, come in and sit down. You are just the
man | want to see.”

I told him all about our dilemma, including that we wanted something to fit in
with varistor and thermistor. Now Pierce knew that the point contact device was
a dual of the vacuum tube, circuitwise; i.e., the device was short circuit unstable
and the vacuum tube was open circuit unstable. (This, by the way, was a stum-
bling block for electronic engineers when they first tried to use the new device.)
He mentioned the most important property of the vacuum tube, “trans-
conductance,” thought a minute about what the dual of this parameter would be
and said, “transresistance,” and then said ‘Transistor,” and I said, "Pierce, that is
it!”

The sequel to this is: some years later, I came across a story by J.J. Coupling
entitled “The Transistor” in a science fiction journal and read it. The last phrase
in the story was “and an obscure individual by the name of J. R. Pierce named it.”
Pierce had written many science fiction stories, and he signed them all J. J. Cou-
pling. I knew this and was somewhat chagrined that maybe we had not given
him proper credit. Though everybody knew who had named it.

My late wife, Karen, said, when she first heard the name, that it would probably
be shortened to “sistor” before too long. When the Award of Nobel Prize to Bar-
deen, Shockley, and me was announced, my father was out in the Bitteroot Moun-
tains of Idaho. The only way my mother could send him a message was by forest
reserve telephone to tell Ross Brattain, etc... She wanted him to get the news
before everybody else on the line knew, so her message was “Tell Ross Brattain
the transistor won a Nobel Prize.” The message my father received was, “Your sis-
ter won a Nobel Prize!” My father did have a sister, but he knew that she had not
won this prize. When we went to the first International Semiconductor Confer-
ence held at the University of Reading in England (1950), the English scientists
were not using our name for the device. We asked them if by chance they did not
think the name “transistor’” was appropriate. Their answer was that they thought
we had copyrighted the name and were, therefore, being very proper in not using
it. We told them this was not so, that they could use the name if they wished!

William Shockley’s work on the theory of the p-n junction (first discovered by
Russell Ohl in a silicon ingot made for him by Scaff and Theuerer in 1939 or 1940)
led to his investigation of the n-p-n or p-n-p transistor.

The impact of all these results on solid state research was tremendous! Single
crystals for germanium by Teal and Little; the p-n junction, a surface or phase
boundary in a single crystal well understood from first principles; zone refining,
etc. by Pfann, making possible single crystals of an unheard of purity; in addition
to the impact on the electronic technology.

REFERENCES
1. F. Bloch, “Uber die Quantenmechanik der Elektronen in Kristallgittern,” Z. Physik
52 (1928), pp. 555-600.
2. A. H. Wilson, “The Theory of Electronic Semi-Conductors,” Proc. Royal Soc. London
133 (1931), pp. 458-491.
3. G. L. Pearson and J. Bardeen, “Electrical Properties of Pure Silicon and Silicon

Alloys Containing Boron and Phosphorus,” Phys. Rev. 75 (March 1949), pp. 865-
883.

TCI Library: www.telephonecollectors.info



Semiconductor Physics and Electronics 103

10.
11.

12,

13.

14.

15.
16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.
27.

28.

29.

See, for example, C. Kittel, Introduction to Solid State Physics, 4th ed. (New York:
John Wiley, 1971), p. 331.

J. Bardeen and W. Shockley, “Deformation Potentials and Mobilities in Non-Polar
Crystals,” Phys. Rev. 80 (October 1950), pp. 72-80.

J. Bardeen and W. H. Brattain, “The Transistor, A Semiconductor Itriode,” Letter
to the Editor, Phys. Rev. 74 (July 15, 1948), pp. 230-231.

W. H. Brattain and J. Bardeen, “Nature of the Forward Current in Germanium
Point Contacts,”” Phys. Rev. 74 (July 1948), pp. 231-232.

W. Shockley, “The Theory of p-n Junctions in Semiconductors and p-n Junction
Transistors,” Bell System Tech. |. 28 (July 1949), pp. 435-489.

W. Shockley, M. Sparks, and G. K. Teal, “p-n Junction Transistors,” Phys. Rev. 83
(July 1951), pp. 151-162.

See reference 9.

W. Shockley, “A Unipolar ‘Field-Effect’ Transistor,” Proc. IRE 40 (November 1952),
pp- 1365-1376.

G. C. Dacey and I. M. Ross, “The Field Effect Transistor,” Bell System Tech. |. 34
(November 1955), pp. 1149-1189.

G. C. Dacey and I. M. Ross, “Unipolar ‘Field-Effect’ Transistor,” Proc. IRE 41
(August 1953), pp. 970-979.

W. L. Brown, “n-Type Surface Conductivity on p-Type Germanium,” Phys. Rev. 91
(August 1953), pp. 518-527.

1. M. Ross, U. S. Patent No. 2,791-760; filed February 18, 1955, issued May 7, 1957.
F. Gornik and D. C. Tsui, “Voltage-Tunable Far-Infrared Emission from Si Inver-
sion Layers,” Phys. Rev. Lett. 37 (November 22, 1976), pp. 1425-1428.

S. J. Allen, D. C. Tsui, and R. A. Logan, “Observation of the Two-Dimensional
Plasmon in Silicon Inversion Layers,” Phys. Rev. Lett. 38 (April 25, 1977), pp. 980-
983.

D. C. Tsui and S. ]J. Allen, “Localization and the Minimum Metallic Conductivity
in Si Inversion Layers,” Phys. Rev. Lett. 34 (May 19, 1975), pp. 1293-1295.

D. J. Bishop, D. C. Tsui, and R. C. Dynes, “Nonmetallic Conduction in Electron
Inversion Layers at Low Temperatures,” Phys. Rev. Leti. 44 (1980), pp. 1153-1156.
W. Shockley, “Negative Resistance Arising from Transit Time in Semiconductor
Diodes,” Bell System Tech. ]. 33 (July 1954), pp. 799-826.

W. T. Read, Jr., “A Proposed High-Frequency, Negative-Resistance Diode,” Beil
System Tech. ]. 37 (March 1958), pp. 401-446.

R. L. Johnston, B. C. DeLoach, Jr., and B. G. Cohen, “A Silicon Diode Microwave
Oscillator,” Bell System Tech. |. 44 (February 1965), pp. 369-372.

C. A. Lee, R. A. Logan, R. L. Batdorf, J. J. Kleimack, and W. Wiegmann, “Ioniza-
tion Rates of Holes and Electrons in Silicon,” Phys. Rev. 134 (May 1964), pp.
A761-A773; C. A. Lee, R. L. Batdorf, W. Wiegmann, and G. Kaminsky, “The Read
Diode—An Avalanching, Transit-Time, Negative-Resistance Oscillator,” Appl.
Phys. Lett. 6 (March 1, 1965), pp. 89-91.

C. A. Lee, L. R. Batdorf, W. Wiegmann, and G. Kaminsky, “Time Dependence of
Avalanche Processes in Silicon,” J. Appl. Phys. 38 (June 1967), pp. 2787-2796.

P. K. Tien, U. S. Patent No. 3,158,819; filed April 26, 1961, issued November 24,
1964.

D. L. White, U. S. Patent No. 3,173,100; filed April 26, 1961, issued March 9, 1965.
A. R. Hutson, J. H. McFee, and D. L. White, “Ultrasonic Amplification in CdS,”
Phys. Rev. Lett. 7 (September 15, 1961), pp. 237-239.

P. K. Tien, “Nonlinear Theory of Ultrasonic Wave Amplification and Current
Saturation in Piezoelectric Semiconductors,” Phys. Rev. 171 (July 1968), pp. 970-
986.

C. S. Fuller, “Diffusion of Donor and Acceptor Elements into Germanium,” Letter
to the Editor, Phys. Rev. 86 (April 1952), pp. 136-137.

TCI Library: www.telephonecollectors.info



104

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.
40.
41.

42.

43.

44.
45.
46.
47.

48.

Engineering and Science in the Bell System

G. L. Pearson and P. W. Foy, “Silicon p-n Junction Diodes Prepared by the Alloy-
ing Process,” Phys. Rev. 87 (July 1952), p. 190.

G. L. Pearson and C. S. Fuller, “Silicon p-n Junction Power Rectifiers and Lightn-
ing Protectors,” Proc. IRE 42 (April 1954), p. 760; D. M. Chapin, C. S. Fuller, and
G. L. Pearson, “A New Silicon p-n Junction Photocell for Converting Solar Radia-
tion into Electrical Power,” Letter to the Editor, . Appl. Phys. 25 (May 1954), pp.
676-677.

M. B. Prince, “Silicon Solar Energy Converters,” |. Appl. Phys. 26 (May 1955), pp.
534-540.

J. G. Fossum, R. D. Nashby, and E. L. Burgess, “Development of High-Efficiency
P*~N—N"* Back-Surface-Field Silicon Solar Cells,” Thirteenth IEEE Photovoltaic Spe-
cialists Conference (1978), pp. 1294-1299.

G. L. Pearson, “Conversion of Solar to Electrical Energy,” Am. ]. Phys. 25
(December 1957), pp. 591-598.

J. R. Haynes and W. Shockley, “Investigation of Hole Injection in Transistor
Action,” Phys. Rev. 75 (February 1949), p. 691.

T. H. Geballe and F. J. Morin, “lonization Energies of Groups III and V Elements
in Germanium,” Phys. Rev. 95 (August 1954), pp. 1085-1086; F. J. Morin, J. P.
Maita, R. G. Shulman, and N. B. Hannay, “Impurity Levels in Silicon,” Phys. Rev.
96 (November 1954), p. 833.

H. J. Hrostowski and R. H. Kaiser, “Absorption Spectrum of Arsenic Doped Sili-
con” J. Phys. Chem. Solids 7 (November 1958), pp. 236-239; idem, “The Solubility of
Oxygen in Silicon,” J. Phys. Chem. Solids 9 (March 1959), pp. 214-216.

T. H. Geballe, “The Seebeck Effect in Germanium,” Phys. Rev. 92 (November
1953), p. 857; T. H. Geballe and G. W. Hull, “Seebeck Effect in Germanium,” Phys.
Rev. 93 (June 1954), pp. 1134-1140; H. P. R. Frederikse, “Thermoelectric Power in
Germanium Single Crystals,” Phys. Rev. 91 (July 1953), p. 491; H. P. R. Frederikse,
“Thermoelectric Power of Germanium Bel Room Temperature,” Phys. Rev. 92
(October 1953), pp. 248-252.

C. Herring, “Theory of Thermoelectric Power of Semiconductors,” Phys. Rev. 92
(November 1953), pp. 857-858.

L. Gurevich, “Thermoelectric Properties of Conductors. I,” J. Phys. (US.S.R)) 9
(1945), pp. 477-488.

C. Herring, “Theory of the Thermoelectric Power of Semiconductors,” Phys. Rev.
96 (December 1954), pp. 1163-1187.

W. P. Mason and T. P. Bateman, ““Ultrasonic Attenuation and Velocity Changes in
Doped n-Type Germanium and p-Type Silicon and Their Use in Determining an
Intrinsic Electron and Hole Scattering Time,”” Phys. Rev. Lett. 10 (March 1, 1963),
pp- 151-154; idem, “Ultrasonic Wave Propagation in Doped n-Germanium and p-
Silicon,” Phys. Rev. 134A (June 1964), pp. 1387-1396.

C. Herring, T. H. Geballe, and ]J. E. Kunzler, “Phonon-Drag Thermomagnetic
Effects in n-Type Germanium. I. General Survey,” Phys. Rev. 111 (July 1958), pp.
35-57; C. Herring, T. H. Geballe, and J. E. Kunzler, “Analysis of Phonon-Drag
Thermomagnetic Effects in n-Type Germanium,” Bell System Tech. |. 38 (May
1959), pp. 657-747.

See reference 38.

I. Pomeranchuk, J. Phys. (US.S.R.) 4 (1942), p. 259.

G. A. Slack, “Effect of Isotopes on Low-Temperature Thermal Conductivity,” Phys.
Rev. 105 (February 1957), pp. 821-831.

T. H. Geballe and G. W. Hull, “Isotopic and Other Types of Thermal Resistance in
Germanium,” Letter to the Editor, Phys. Rev. 110 (May 1958), pp. 773-775.

W. Eisenmenger and A. H. Dayem, “Quantum Generation and Detection of
Incoherent Phonons in Superconductors,” Phys. Rev. Lett. 18 (January 23, 1967),
pp. 125-127.

TCI Library: www.telephonecollectors.info



Semiconductor Physics and Electronics 105

49.

50.

51.

52.

53.

54.
55.

56.

57.
58.

59.

60.

61.
62.
63.
64.
65.

66.

67.

R. C. Dynes, V. Namayanamurti, and M. Chin, “Monochromatic Phonon Propaga-
tion in Ge:Sb Using Superconducting Tunnel Junctions,” Phys. Rev. Lett. 26 (Janu-
ary 25, 1971), pp- 181-184.

V. Narayanamurti, R. A. Logan, and M. A. Chin, “Direct Observation of Phonons
Generated During Nonradiative Capture in GaAs p-n Junctions,” Phys. Rev. Lett.
40 (January 2, 1978), pp. 63-66.

J. C. Hensel and R. C. Dynes, “Interaction of Non-Equilibrium, Ballistic Phonons
in a Heat Pulse with the Electron-Hole Liquid in Ge: The Phonon Wind,” Proc. of
the 3rd Int'l Conf. of Phonon Scattering in Condensed Matter, held at Brown Univ.,
Providence, R.I., ed. H. ]J. Maris (New York: Plenum Press, 1980), pp. 395-400.

W. Shockley, “Cyclotron Resonances, Magnetoresistance, and Brillouin Zones in
Semiconductors,” Letter to the Editor, Phys. Rev. 90 (May 1, 1953), p. 491.

G. Dresselhaus, A. F. Kip, and C. Kittel, “Observation of Cyclotron Resonance in
Germanium Crystals,” Letters to the Editor, Phys. Rev. 92 (November 1, 1953), p.
827; idem, “Spin-Orbit Interaction and the Effective Masses of Holes in Ger-
manium,” Letters to the Editor, Phys. Rev. 95 (July 15, 1954), pp. 568-569; B. Lax,
H. J. Zeiger, R. Dexter, and E. S. Rosenblum, “Directional Properties of the Cyclo-
tron Resonance in Germanium,” Letters to the Editor, Phys. Rev. 93 (March 15,
1954), pp. 1418-1420; R. N. Dexter, H. ]J. Zeiger, and B. Lax, “Anisotropy of Cyclo-
tron Resonance of Holes in Germanium,” Letters to the Editor, Phys. Rev. 95 (July
15, 1954), pp. 568-569.

C. S. Smith, “Piezoresistance Effect in Germanium and Silicon,” Phys. Rev. 94
(April 1954), pp. 42-49.

W. P. Mason, “‘Semiconductors in Strain Gauges,” Bell Laboratories Record 37 (1959),
pp- 7-9.

W. G. Pfann and R. N. Thurston, “Semiconducting Stress Transducers Utilizing
the Transverse and Shear Piezoresistance Effects,” J. Appl. Phys. 32 (October 1961),
p. 2008.

J. M. Luttinger and W. Kohn, “Motion of Electrons and Holes in Perturbed
Periodic Fields,” Phys. Rev. 97 (February 1955), pp. 869-883.

R. C. Fletcher, W. A. Yager, and F. R. Merritt, “Observation of Quantum Effects in
Cyclotron Resonance,” Phys. Rev. 100 (October 1955), pp. 747-748.

J. C. Hensel and K. Suzuki, “ThAb-3 Quantum Resonance Spectroscopy in the
Valence Bands of Germanium,” Proc. of the Tenth International Conf. on the Physics of
Semiconductors, ed. S. P. Keller, J. C. Hensel, and F. Stern (Springfield, Va.:
U.S.AEC, 1970), pp. 541-551.

R. C. Fletcher, W. A. Yager, G. L. Pearson, and F. R. Merritt, “Hyperfine Splitting
in Spin Resonance of Group V Donors in Silicon,” Letters to the Editor, Phys. Rev.
95 (August 1, 1954), p. 844.

G. Feher and E. A. Gere, “Polarization of Phosphorus Nuclei in Silicon,” Letters to
the Editor, Phys. Rev. 103 (July 15, 1956), pp. 501-503.

J. R. Haynes, “Experimental Proof of the Existence of a New Electronic Complex
in Silicon,” Phys. Rev. Lett. 4 (April 1, 1960), pp. 361-363.

J. R. Haynes, “Experimental Observation of the Excitonic Molecule,” Phys. Rev.
Lett. 17 (October 17, 1966), pp. 860-862.

J. C. Phillips, “The Fundamental Optical Spectra of Solids,” Solid State Physics, Vol.
18: Advances in Research and Applications (1966), pp. 55-164.

D. E. Aspnes and A. A. Studna, “Schottky-Barrier Electroreflectance: Application
to GaAs,” Phys. Rev. B7 (May 15, 1973), pp. 4605-4625.

J. C. Phillips, “Ionicity of the Chemical Bond in Semiconductors,” Proc. of the
Tenth International Conf. on the Physics of Semiconductors, ed. 5. P. Keller, J. C. Hen-
sel, and F. Stern (Springfield, Va.: U.S.A E.C,, 1970), pp. 22-29.

W. Paul and D. M. Warschauer, “Role of Pressure in Semiconductor Research,”
Solids Under Pressure (New York: McGraw-Hill Book Co., Inc., 1963).

TCI Library: www.telephonecollectors.info



106

68.

69.

70.

71.

72.

73.

74.

75.

76.

77.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

Engineering and Science in the Bell System

A. R. Hutson, A. Jayaraman, A. G. Chynoweth, A. S. Coriell, and W. L. Feldmann,
“Mechanism of the Gunn Effect from a Pressure Experiment,” Phys. Rev. Lett. 14
(April 19, 1965), pp. 639-641.

J. B. Gunn, “Instabilities of Current in III-V Semiconductors,” IBM |. Research and
Development 8 (April 1964), pp. 141-159.

D. G. Thomas and J. J. Hopfield, “Optical Properties of Bound Exciton Complexes
in Cadmium Sulfide,” Phys. Rev. Lett. 128 (December 1, 1962), pp. 2135-2148.

J. ]J. Hopfield, D. G. Thomas, and M. Gerschenzon, “Pair Spectra in GaP,” Phys.
Rev. Lett. 10 (March 1, 1963), pp. 162-164.

D. G. Thomas, “A Review of Radiative Recombination at Isoelectric Donors and
Acceptors,” |. Phys. Soc. Japan 21 Supplement (1966), pp. 1265-1276.

D. F. Nelson, J. D. Cuthbert, P. J. Dean, and D. G. Thomas, “Auger Recombination
of Excitons Bound to Neutral Donors in Gallium Phosphide and Silicon,” Phys.
Rev. Lett. 17 (December 19, 1966), p. 1262.

C. H. Henry, “Deep Level Spectroscopy, Low Temperature Defect Motion and
Nonradiative Recombination in GaAs and GaP,” ]. Elect. Materials 4 (1975), pp.
1037-1052.

A. Y. Cho, “Growth of Periodic Structures by the Molecular Beam Method,” Appl.
Phys. Leit. 19 (December 1, 1971), pp. 467-468; R. Dingle, “Confined Carrier Quan-
tum States in Ultrathin Semiconductor Heterostructures,” Festkorperprobleme XV
(Advances in Solid State Physics) ed. H. ]J. Queisser (Braunschweig:
Pergamon/Vieweg, 1975), pp. 21-48.

S.J. Allen, D. C. Tsui, and J. V. Dalton, “Far-Infrared Cyclotron Resonance in the
Inversion Layer of Silicon,” Phys. Rev. Lett. 32 (January 21, 1974), pp. 107-110.

R. Williams, “Determination of Deep Centers in Conducting Gallium Arsenide,” .
Appl. Phys. 37 (August 1966), pp. 3411-3416; C. T. Sah and J. W. Walker, “Ther-
mally Stimulated Capacitance for Shallow Majority-Carrier Traps in the Edge
Region of Semiconductor Junctions,” Appl. Phys. Lett. 22 (April 15, 1973), pp. 384-
385.

H. Kukimoto, C. H. Henry, and F. R. Merritt, “Photocapacitance Studies of the
Oxygen Donor in GaP. I. Optical Cross Sections Energy Levels, and Concentra-
tion,” Phys. Rev. B7 (March 1973), pp. 2486-2499.

D. V. Lang, “Deep-Level Transient Spectroscopy: A New Method to Characterize
Traps in Semiconductors,” |. Appl. Phys. 45 (July 1974), pp. 3023-3032.

D. V. Lang and L. C. Kimerling, “Observation of Recombination-Enhanced Defect
Reactions in Semiconductors,” Phys. Rev. Lett. 33 (August 19, 1974), pp. 489-492.

C. H. Henry and D. V. Lang, “Nonradiative Capture and Recombination by Multi-
phonon Emission in GaAs and GaP,” Phys. Rev. B15 (January 1977), pp. 989-1016.
D. V. Lang and R. A. Logan, “Large-Lattice-Relaxation Model for Persistent Photo-
conductivity in Compound Semiconductors,” Phys. Rev. Lett. 39 (September 5,
1977), pp. 635-639.

G. A. Baraff and M. Schliiter, “Self-Consistent Green’s-Function Calculation of the
Ideal Si Vacancy,” Phys. Rev. Leit. 41 (September 25, 1978), pp. 892-895.

G. A. Baraff, E. O. Kane, and M. Schliiter, “Theory of the Silicon Vacancy: An
Anderson Negative-u System,” Phys. Rev. B21 (June 1980), pp. 5662-5686.

G. D. Watkins and J. R. Troxell, “Negative-u Properties for Point Defects in Sili-
con,” Phys. Rev. Lett. 44 (March 3, 1980), pp. 593-5%6.

P. W. Anderson, “Model for the Electronic Structure of Amorphous Semiconduc-
tors,” Phys. Rev. Lett. 34 (April 14, 1975), pp. 953-955.

J. D. Cohen, D. V. Lang, and J. P. Harbison, “Direct Measurement of the Bulk
Density of Gap State in n-Type Hydrogenated Amorphous Silicon,” Phys. Rev.
Lett. 45 (July 21, 1980), pp. 197-200.

L. V. Keldysh, Proceedings of the Ninth International Conference on the Physics of Sem-
iconductors, Moscow, 1968 (Nanka, Leningrad, 1968), p. 1303.

TCI Library: www.telephonecollectors.info



Semiconductor Physics and Electronics 107

89.

90.

91.

92.

93.

94.

95.

96.

97.

98.

Ya. E. Pokrovskii and K. I. Svistunova, “Occurrence of a Condensed Phase of
Nonequilibrium Carriers in Germanium,” JETP Lett. 9 (April 5, 1969), pp. 261-262;
V. M. Asmin and A. A. Rogachev, “Condensation of Exciton Gains in Ger-
manium,” JETP Lett. 9 (April 5, 1969), pp. 248-251; V. S. Vavilov, V. A. Zayats,
and V. N. Murzin, “Resonant Absorption Scattering and Fusion of Electron-Hole
Drops in Germanium in the Region of their Plasma Frequency,” JETP Lett. 10
(October 5, 1969), pp. 192-195.

J. C. Hensel, T. G. Phillips, and G. A. Thomas, “The Electron-Hole Liquid in Sem-
iconductors: Experimental Aspects,” Solid State Physics: Advances in Research and
Applications 32 ed. H. Ehrenreich, F. Seitz, and D. Turnbull (New York: Academic
Press, 1977), pp. 1-86.

T. M. Rice, “The Electron-Hole Liquid in Semiconductors: Theoretical Aspects,”
Solid State Physics: Advances in Research and Applications 32 ed. H. Ehrenreich, F.
Seitz, and D. Turnbull (New York: Academic Press, 1977), pp. 1-86.

W. F. Brinkman, T. M. Rice, P. W. Anderson, and S. T. Chui, “Metallic State of the
Electron-Hole Liquid, Particularly in Germanium,” Phys. Rev. Lett. 28 (April 10,
1972), pp. 961-964.

J. R. Arthur, Jr., “Interaction of Ga and As, Molecular Beams with GaAs Surfaces,”
J. Appl. Phys. 39 (July 1968), pp. 4032-4034.

A. Y. Cho, “GaAs Epitaxy by a Molecular Beam Method: Observations of Surface
Structure on the (001) Face,” ]. Appl. Phys. 42 (April 1971), pp. 2074-2081; idem,
“Film Deposition by Molecular-Beam Techniques,” J. Vac. Sci. Technol. 8 (1971), p.
S31.

A. C. Gossard, P. M. Petroff, W. Wiegmann, R. Dingle, and A. Savage, “Epitaxial
Structure with Alternate-Atomic-Layer Composition Modulation,” Appl. Phys. Lett.
29 (September 15, 1976), pp. 323-325; P. M. Petroff, A. C. Gossard, W. Wiegmann,
and A. Savage, “Crystal Growth Kinetics in (GaAs),—(AlAs),, Superlattices Depo-
sited by Molecular Beam Epitaxy,” ]. Crystal Growth 44 (1978), pp. 5-13.

R. Dingle, W. Wiegmann, and C. H. Henry, “Quantum States of Confined Carriers
in Very Thin Al Ga,_ As—GaAs—Al,Ga;_,As Heterostructures,” Phys. Rev. Lett. 33
(1974), p. 827; R. Dingle, A. C. Gossard, and W. Wiegmann, “Direct Observation of
Superlattice Formation in a Semiconductor Heterostructure,” Phys. Rev. Lett. 34
(May 26, 1975), pp. 1327-1330.

R. Dingle, H. L. Stormer, A. C. Gossard, and W. Wiegmann, “Electron Mobilities
in Modulation-Doped Semiconductor Heterojunction Superlattices,” Appl. Phys.
Lett. 33 (October 1, 1978), pp. 665-667; D. C. Tsui and A. C. Gossard, “Resistance
Standard Using Quantization of the Hall Resistance of GaAs-Al,Ga;_,As Heteros-
tructures,” Appl. Phys. Lett. 38 (January 1981), pp. 550-552; C. L. Allyn, A. C. Gos-
sard, and W. Weigmann, “New Rectifying Semiconductor Structure by Molecular
Beam Epitaxy,” Appl. Phys. Lett. 36 (March 1980), pp. 373-376.

K. von Klitzing, G. Dorda, and M. Pepper, “New Method for High-Accuracy
Determination of the Fine-Structure Constant Based on Quantized Hall Resis-
tance,” Phys. Rev. Lett. 45 (August 11, 1980), pp. 494-497.

TCI Library: www.telephonecollectors.info



Chapter 3

Surface Physics —
Wave Nature of the Electron

Motivation for fundamental studies of metallic surfaces arose in the early
years of Bell Laboratories because of the increasing use of the vacuum tube in
telephone repeaters. In the light of the role that surface states played in the
discovery of the point contact transistor, research in surface physics was
accelerated. This chapter starts with the historic Davisson-Germer experi-
ment, which established the wave nature of the electron, and with a discus-
sion of electron emission from solids, including secondary emission and field
emission.

Semiconductor surface research immediately following the discovery of the
transistor was limited to “real” surfaces immersed in air or electrolytes.
These studies dealt with surface charge, contact potential, surface photovol-
tage, and surface states. The development of ultrahigh vacuum techniques
made possible studies using atomically clean surfaces, such as low energy
electron diffraction (LEED), the two-electron Auger emission, surface crystal-
lography, and surface electronic structure on semiconductor and metallic sur-
faces. The research on the interaction of higher energy ions with semiconduc-
tor surfaces, including ion implantation, is discussed in Chapter 8. Related
work on molecular beam epitaxy (MBE) is discussed in Chapters 2 and 19.

I. THE DAVISSON-GERMER EXPERIMENT

The historic experiment by C. J. Davisson and L. H. Germer was an
outgrowth of an investigation of electron emission from a clean metal
surface. They began this experiment to understand the effect on elec-
tron emission when a very clean metal was subsequently coated with
an oxide. Starting with the discovery of elastic scattering of electrons
from the metal surface, Davisson and Germer [Fig. 3-1] investigated
the angular distribution of the elastically scattered electrons.! [Fig. 3-
2] This led them to study the variation of the intensity with orienta-
tion of the scattering crystal. The unambiguous demonstration of the

Principal authors: H. D. Hagstrum, E. G. McRae, J. E. Rowe, and N. V. Smith
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Fig. 3-1. C. J. Davisson (lef) and L. H. Germer with the tube uscd in their
electron diffraction work.

wave nature of electrons deduced from such electron diffraction was
the basis for the award of the 1937 Nobel Prize in physics, which

Davisson shared with G. P. Thomson of the University of Aberdeen,
Scotland.

® SURFACE NICKEL ATOM
(X) ABSORBED GAS ATOM

—— CIRCLES INDICATE AREAS
PARTIALLY SHIELDED BY
GAS ATOMS

Fig. 3-2. The arrangement of a superstructure of absorbed pas
atoms on a nickel surface as proposcd by Davisson and
Germer.
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The story of the Davisson-Germer experiment is best recounted in
quotations from Davisson’s Nobel lecture of December 13, 1937, in
the related excerpt from the Davisson and Germer paper published in
the Physical Review in December 1927 describing the “well-known
accident,” and in some quotations from K. K. Darrow’s paper pub-
lished in the Bell System Technical Journal 1951 Festschrift issued in
celebration of Davisson’s seventieth birthday."

1.1 Quotations from Davisson’s Nobel Lecture, December 13, 1937

The case for a corpuscular aspect of light, now exceedingly strong, became
overwhelmingly so when in 1922 A. H. Compton showed that in certain cir-
cumstances light quanta—photons, as they were now called—have elastic colli-
sions with electrons in accordance with the simple laws of particle dynamics.
What appeared, and what still appears to many of us, as a contradiction in terms
had been proved true beyond the least possible doubt—light was at once a flight
of particles and a propagation of waves; for light persisted, unreasonably, to exhi-
bit the phenomenon of interference.

In 1924 there appeared the brilliant idea which was destined to grow into that
marvelous synthesis, the present-day quantum mechanics. Louis de Broglie put
forward in his doctor’s thesis the idea that even as light, so matter has a duality of
aspects; that matter like light possesses both the properties of waves and the prop-
erties of particles. ...perhaps no idea in physics has received so rapid or so inten-
sive development as this one. De Broglie himself was in the van of this develop-
ment but the chief contributions were made by the older and more experienced
Schrodinger.

In these early days—eleven or twelve years ago—attention was focused on elec-
tron waves in atoms. The wave mechanics had sprung from the atom, so to speak,
and it was natural that the first applications should be to the atom. No thought
was given at this time, it appears, to electrons in free flight. It was implicit in the
theory that beams of electrons like beams of light would exhibit the properties of
waves, that scattered by an appropriate grating they would exhibit diffraction, yet
none of the chief theorists mentioned this interesting corollary. The first to draw
attention to it was Elsasser, who pointed out in 1925 that a demonstration of
diffraction would establish the physical existence of electron waves. The setting of
the stage for the discovery of electron diffraction was now complete.

It would be pleasant to tell you that no sooner had Elsasser’s suggestion
appeared than the experiments were begun in New York which resulted in a
demonstration of electron diffraction—pleasanter still to say that the work was
begun the day after copies of de Broglie’s thesis reached America. The true story
contains less of perspicacity and more of chance. The work actually began in 1919
with the accidental discovery that the energy spectrum of secondary electron emis-
sion has, as its upper limit, the energy of the primary electrons, even for primaries
accelerated through hundreds of volts; that there is, in fact, an elastic scattering of
electrons by metals.

Out of this grew an investigation of the distribution-in-angle of these elastically
scattered electrons. And then chance again intervened; it was discovered, purely

* Chester J. Calbick, a young collaborator of Davisson and Germer, wrote another
interesting account entitled “The Discovery of Electron Diffraction by Davisson and
Germer,” The Physics Teacher 1 (1963), p. 63.
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by accident, that the intensity of elastic scattering varies with the orientations of
the scattering crystals. Out of this grew, quite naturally, an investigation of elastic
scattering by a single crystal of predetermined orientation. The initiation of this
phase of the work occurred in 1925, the year following the publication of
de Broglie’s thesis, the year preceding the first great developments in the wave
mechanics. Thus the New York experiment was not, at its inception, a test of the
wave theory. Only in the summer of 1926, after I had discussed the investigation
in England with Richardson, Born, Franck and others, did it take on this character.

From first to last a considerable number of colleagues contributed to the investi-
gation. Chief among these were my two exceptionally able collaborators, Dr. C. H.
Kunsman and Dr. L. H. Germer. Dr. Kunsman worked with me throughout the
early stages of the investigation, and Dr. Germer, to whose skill and perseverance
a great part of the success of the definitive experiments is due, succeeded Dr.
Kunsman in 1924. Figure 3-2

I would like also at this time to express my admiration of the late Dr. H. D.
Arnold, then Director of Research in the Bell Telephone Laboratories, and of Dr.
W. Wilson, my immediate superior, who were sufficiently farsighted to see in
these researches a contribution to the science of communication. Their vision was
in fact accurate, for today in our, as in other, industrial laboratories electron
diffraction is applied with great power and efficacy for discerning the structures of
materials.

1.2 Davisson’s “Well-Known Accident”

The accident mentioned in Davisson’s Nobel lecture is described in
Daviszson and Germer’s Physical Review paper published in December
1927.

During the course of his work a liquid-air bottle exploded at a time when the
target was at a high temperature; the experimental tube was broken, and the target
heavily oxidized by the in-rushing air. The oxide was eventually reduced and a
layer of the target removed by vaporization, but only after prolonged heating at
various high temperatures in hydrogen and in vacuum. When the experiments
were continued, it was found that the distribution-in-angle of the scattered elec-
trons had been completely changed. This marked alteration in the scattering-
pattern was traced to a re-crystallization of the target that occurred during the pro-
longed heating. Before the accident and in previous experiments we had been
bombarding many small crystals, but in the tests subsequent to the accident we
were bombarding only a few large ones. The actual number was of the order of
ten.

1.3 Quotations from Karl K. Darrow’s “The Scientific Work of
C. J. Davisson”

In 1951, a Festschrift edition of the Bell System Technical Journal was
issued to celebrate Davisson’s seventieth birthday. Darrow’s essay
entitled, “The Scientific Work of C. J. Davisson,” is one of the papers
in that Festschrift.> (Darrow joined Western Electric in 1917 and
became a member of Bell Labs upon its incorporation in 1925. He
became famous for his scholarly reviews of physics research. At the
time this paper was written, he was also the secretary of the Ameri-
can Physical Society, a post he retained after retiring from Bell Labs
in 1956.) Darrow gives an account of the Davisson-Germer experi-
ment, authenticated by Davisson:
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I can tell its history in words which I wrote down while at my request he
related the story. This happened on the twenty-fifth of January 1937: I have the
sheet of paper which he signed after reading it over, as also did our colleague L.
A. MacColl, who was present to hear the tale. This is authentic history such as all
too often we lack for other discoveries of comparable moment. Listen now to
Davisson himself relating, even though in the third person, the story of the
achievement.

The attention of C. J. Davisson was drawn to W. Elsasser’s note of 1925, which
he did not think much of because he did not believe that Elsasser’s theory of his
(Davisson’s) prior results was valid. This note had no influence on the course of
the experiments. What really started the discovery was the well-known accident
with the polycrystalline mass, which suggested that single crystals would exhibit
interesting effects. When the decision was made to experiment with the single
crystal, it was anticipated that “transparent directions” of the lattice would be
discovered. In 1926 Davisson had the good fortune to visit England and attend
the meeting of the British Association for the Advancement of Science at Oxford.
He took with him some curves relating to the single crystal, and they were
surprisingly feeble (surprising how rarely beams had been detected!). He showed
them to Born, to Hartree and probably to Blackett; Born called in another Con-
tinental physicist (possibly Franck) to view them, and there was much discussion
of them. On the whole of the westward transatlantic voyage Davisson spent his
time trying to understand Schroedinger’s papers, as he then had an inkling (prob-
ably derived from the Oxford discussions) that the explanation might reside in
them. (The reader is reminded that the “transatlantic voyage” was by steamship.)

In the autumn of 1926, Davisson calculated where some of the beams ought to
be, looked for them and did not find them. He then laid out a program of
thorough search, and on January 6, 1927, got strong beams due to the line-gratings
of the surface atoms, as he showed by calculation in the same month.

In 1937 the Nobel prize was conferred on Davisson, and he had the opportunity
of enjoying the ceremonies and festivities which are lavished upon those who go
to Stockholm and receive it. He shared the prize with G. P. Thomson, who must
not be entirely neglected even in an article dedicated explicitly to Davisson.
There was little in common between their techniques, for Thomson consistently
used much faster electrons which transpierced very thin polycrystalline films of
metal and produced glorious diffraction-rings. He too founded a school of crystal
analysts.

1.4 Observation of Spin Polarization Effects

Davisson and Germer are cited in textbooks for their pioneering
work in 1927 on the diffraction of low-energy electrons from nickel
single-crystal surfaces, leading to the confirmation of the wave nature
of particles. It is only because of a mistake in the analysis of experi-
mental data that they did not open another very exciting and novel
field of research. In fact, in 1975, C. E. Kuyatt4 of the National
Bureau of Standards pointed out that in 1929, Davisson and Germer
published a paper on the search for polarization of electron waves by
reflection.’ Mainly because of the negative results, this paper
remained completely unnoticed for four decades. In the setup of the
experiment described in their original paper, the electron waves scat-
tered at 45 degrees from the first nickel crystal should show, if polar-
ized, an asymmetry in the scattering from the second nickel crystal as
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this is rotated around the axis of the beam between the two crystals.
This experiment is analogous to the one used for demonstrating the
polarization of light by reflection from solid surfaces, as noted by
Davisson and Germer. But this similarity is true only within certain
limits that were not realized by Davisson and Germer. They expected
to observe two maxima and two minima in the scattering as the
second crystal is rotated through 360 degrees, as in the case of light
polarization. Actually, for the electron spin with quantum number
1/2, only one maximum and one minimum should be observed. The
erroneous conclusion reached by their 1929 paper is striking because
polarization effects up to about 30 percent are obvious from the
numerical results reported in the same publication. But for more
than 45 years researchers in the field of low energy electron
diffraction (LEED) did not realize this misinterpretation.

At the time of this writing, experiments involving spin polarization
effects in LEED look very promising for investigating surface-related
problems and for providing another detector for the spin polarization
of electrons that may be more efficient than Mott scattering.® To this
field, too, Davisson and Germer made their own contributions but,
unfortunately, this time without recognizing its relevance.

II. ELECTRON EMISSION FROM SOLIDS

2.1 Primary Emission

Scientists at Bell Labs have long been interested in solids as
emitters of electrons. The investigation of electron emission from a
clean metal surface by Davisson and Germer was prompted by a
desire for a better understanding of the effect on electron emission
when a metal was coated with an oxide. In the late 1920s, H. E. Ives
and his associates were interested in producing photoelectric cells of
high efficiency as light detectors in connection with the development
of the commercial system of picture transmission then in operation
over certain Bell System lines.” They studied alkali-metal photoelec-
tric cells of various structures and the effects of varying the treatment
and temperature of the material and the nature of the radiation used.

J. A. Becker performed experiments with oxide-coated cathodes
designed to yield information about the enhancement of electron
emission resulting from coating the metal with barium oxide. He
found, for example, that when current is drawn from the oxide, oxy-
gen is deposited on the surface. If the oxygen is beneath the
absorbed barium, it increases the activity; if it is above the barium, it
decreases the activity. Together with W. H. Brattain, Becker corre-
lated experimental values of the thermionic work-function with the
theoretical Richardson equation.?® Their correlation resulted in some
modification of Richardson’s equation.
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In 1949, N. B. Hannay, D. MacNair, and A. H. White investigated
the semiconducting properties of (Ba,Sr)O cathodes. They found that
the electrical conductivity was directly proportional to the thermionic
emission over a range of three orders of magnitude of activation,
except in the cases where the oxide coating was probably inhomo-
geneous.!? In 1955, L. A. Wooten and coworkers pointed out
difficulties of measurement that had not been adequately realized in
prior studies.!! The fact that minor impurities might play an impor-
tant role in the activity of oxide coatings was indicated when they
found that very pure barium oxide or strontium oxide coatings on
platinum supports led to very low emission. (For more on this topic
see Chapter 17, section III.)

2.2 Secondary Emission

K. G. McKay and J. B. Johnson applied increasingly sophisticated
techniques to the study of secondary electrons during the early 1950s.
McKay, using pulsed bombardment, found that the resulting transient
not only gave a value for the yield, but also values for the resistivity,
the dielectric constant, and part of the energy distribution function of
the secondaries.!? In order to work with a clean substance of known
structure, McKay and Johnson bombarded the (100) cleavage face of a
single crystal of magnesium oxide (MgO) with electrons, establishing
for this case also the inverse relationship between secondary emission
and temperature.!?

A theory of secondary electron emission proposed by P. A. Wolff
in 1954 showed satisfactory agreement with experimental results and
provided a valid and useful model for the phenomenon.!4

2.3 Auger Electron Emission Spectroscopy of Solids

A novel type of secondary emission from solids, involving interac-
tion with two electrons in the metal surface, was discovered by J. J.
Lander. This was designated as Auger electron emission because of
its similarity to the Auger effect discovered in cloud-chamber X-ray
experiments by P. Auger of France in 1925. In the Auger effect, a
singly ionized atom spontaneously becomes doubly ionized. The
spontaneous step is a two-electron transition in which one electron
drops into the hole produced in the initial ionization, while the
second electron is ejected. The energy of the ejected electron is
related through energy conservation to the other three levels of the
two-electron transition.

Lander’s paper, “Auger Peaks in the Energy Spectra of Secondary
Electrons from Various Materials,” published in 1953, marked the
beginning of modern methods of surface chemical analysis.!> Lander
showed conclusively that certain narrow peaks of the energy distribu-
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tion of secondary electrons from solids occur at energies that are
related in a specific way to the core energy levels of surface atoms.
Core-level spectra are highly characteristic (distinctly different for
each different chemical element), and so offer a means of chemical
identification.

Besides making the first identification of Auger transitions at sur-
faces, Lander gave one of the first demonstrations of the utility of
electron-stimulated (as opposed to X-ray stimulated) Auger spectros-
copy.

In the early 1950s, Bell Labs was an especially good environment
for Lander’s work. McKay had just completed a review that gathered
many instances of secondary-emission features of the type later
identified as Auger transitions.!® G. H. Wannier helped formulate a
description of Auger transitions in solids that accurately exhibited the
potentialities of Auger electron spectroscopy. G. A. Harrower later
demonstrated the coexistence of Auger spectra and “energy loss”
spectra associated with electrons involved in ionization events.!”

In time, Lander’s pioneering work was recognized by scientists in
other laboratories. With suitable modifications, Lander’s experiments
led to practical means of surface chemical analysis, an essential
prerequisite for further progress in surface science. [Fig. 3-3] Auger
electron spectroscopy is used as the chief means of surface chemical
analysis in practically every laboratory devoted to surface science.

Another kind of surface investigative technique depending on the
Auger effect was introduced by H. D. Hagstrum in 1954.1% In this
technique, low-energy, positive ions of the noble gases are used to
bombard metal or semiconductor surfaces. An ion impinging on a
surface induces an Auger-type transition in which one of the two
electrons involved neutralizes the ion and the other is collected. A
series of experiments by Hagstrum led to a general understanding of
the electron transitions that occur when excited or ionized atoms
interact with a surface. A computer program was developed that
made possible the derivation of a function approximating the local
density of states in the surface region of a solid from the measured
energy distribution of the ejected Auger electrons.

2.4 Field Emission

The field emission microscope invented by E. W. Mueller of
Pennsylvania State University has been a powerful tool in the study
of the distribution and effect of coatings on cathodes. In this instru-
ment, electrons are emitted from a sharp metal point along diverging
paths in an evacuated tube. These electrons impinge on a curved
fluorescent screen at the far end of the tube, producing a pattern that
may be photographed. As the point is heated, surface atoms migrate
and crystal facets with different emissivities develop.
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Fig. 3-3. Typical Auger spectrum of impurity atoms
embedded in GaP. The derivative technique used for detection
is much more sensitive than the original detection method used
by Lander.

Beginning in the early 1950s, the patterns from clean surfaces were
the subject of a series of papers by Becker!” and others. In 1953,
Becker reported that magnification of the image of the point was
about 10% with a resolution of about 20 X 10~8cm. The excitement of
the early discoveries with this instrument is conveyed in Becker’s
early papers. [Fig. 3-4] At 2800K, the surface of the tungsten point is
hemispherical. Only the (110), (111), and (100) regions consist of
small flat planes. In fields of 50 million volts per cm and at 1200K,
these planes enlarge. The edges of the planes are seen to be in
violent agitation. Hence, surface atoms are mobile at temperatures
above one-third of the melting peoint. Barium atoms show surface
mobility at 400K on the (110) and 800K on the (100) planes.

In 1958, L. A. D’Asaro studied field emission from p-type silicon,?
and in the 1960s, J. R. Arthur used field emission microscopy to study
surfaces of the semiconductors gallium arsenide and germanium.2!-??
In a slice of a gallium arsenide crystal cut parallel to the octahedral
(111) plane, gallium atoms form the outer layer on one surface, the
(111), and arsenic atom on reverse surface, the (111). Arthur found
that surface migration of both gallium and GaAs was more rapid on
the (111) “B,” or arsenic, face, which became thermally disordered
above 300°C. The (111) “A” face remained ordered up to 400°C. On
both faces, gallium decreased the work function by about 0.5 volts,
while arsenic reduced the emitting area without altering the work
function appreciably. Arthur also discovered that the intensity of
emission from germanium, whether p-type or n-type, was strongly
sensitive to surface treatment. In related work, F. G. Allen used pho-
toemission techniques to study the work function in clean GaAs sur-
faces.

0
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Fig. 3-4. (A) Schematic of field emission microscope. (B) Ficld
emission patterns produced by the surface of the hemispherical tungsten
point with varying exposure times.

In the early 1970s, T. Utsumi and O. Nishikawa at Bell Labs used a
Mueller field fon microscope to study alloy formation when a
tungsten or molybdenum point came in contact with molten gal-
lium.?? In the field ion microscope, neutral atoms are injected into the
tube and ionized by the large electric field near the charged point,
from which they then travel to the screen. The shorter wavelength
associated with the greater mass results in better resolution of the
pattern. Nishikawa and Utsumi combined the field ion microscope
with field ion spectroscopy to measure the kinetic energy distribution
of field-ionized noble gases on both clean surfaces and nitrogen-
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absorbate-covered surfaces of tungsten, 242>

In the mid-1970s, M. Campagna and others developed a technique
for measuring the polarization of emitted electrons as a function of
the surface crystallographic direction in the field emission micro-
scope.26 The novelty of this technique relies on the possibility of
obtaining atomically clean metal surfaces by controlled ultrahigh
vacuum field evaporation. The field emission cathode is located in
the center of a superconducting coil, so that under the influence of
the axial magnetic field, the divergent beam of electrons forms a dis-
torted image on the screen. The measurements provide unique,
direct information on magnetic interactions near surfaces. Problems
related to chemisorption on transition metals can also be investigated
by this technique because the spin-polarization of the emitted elec-
trons has been found to be strongly sensitive to surface conditions.

III. SEMICONDUCTOR SURFACE RESEARCH DURING 1948-1960

Semiconductor surface research at Bell Laboratories can be divided
into two distinct periods. The research activity during 1948-1960, car-
ried on by W. H. Brattain and others, was concerned with the prop-
erties of surfaces like those used in devices—the “real” surfaces. In
the research begun after 1960, the emphasis was on clean or chemi-
cally well-characterized surfaces.

Surfaces used in semiconductor research in the earlier period were
generally produced by cutting, grinding or sandblasting, polishing,
and etching. The chemical state of such a surface depends on the
etchant used. It may be atomically ordered and in some cases may be
covered with a thin oxide layer 10-30A thick, particularly if exposed
to long periods in air. During this period, the research concentrated
on elucidating the static and kinetic features of the electronic struc-
ture of surfaces produced in this way.

3.1 Surface Charge, Contact Potential, and Surface Voltage

As a semiconductor surface is approached from the deep bulk of
the solid, the space-charge region is entered. This region is typically
about 107% cm in extent, and is associated with a surplus or deficit of
free carriers. The space-charge layer is the result of charges residing
at the interface between the bulk of the semiconductor and the sur-
face oxide, as well as in the oxide itself. Surface electronic states in
intimate contact with the bulk, the “fast” (microsecond) states, reside
at the oxide-semiconductor interface. ““Slow” (second) states in poor
electrical contact with the bulk reside inside and at the outer surface
of the oxide layer. Charge in the slow states results in a potential
drop, Vp, across the oxide. For a given bulk impurity doping, the
space-charge barrier potential, Vg, uniquely determines the shape of
the barrier and the carrier distribution (via the Poisson equation). In
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the absence of an external field, the charges in all surface states and
in the space-charge layer are equal and opposite.

The existence of a space-charge layer at the free surface of a sem-
iconductor was first predicted by J. Bardeen in 1949.2” In 1953, experi-
mental evidence of its existence came from the work on contact
potential and surface photovoltage by Brattain and Bardeen.?8 It was
discovered that the barrier potential associated with the space charge
layer (Vs) could be reproducibly varied by varying the gaseous
ambient. The Brattain-Bardeen cycle of gaseous ambients involved
the use of wet and dry oxygen and nitrogen, as well as ozone,
applied in a particular sequence. This caused a variation of Vs of as
much as 0.5 electronvolts ascribed to the addition and removal of ions
at the outer surface of the oxide film. Recombination rates of holes
and electrons and surface trapping were studied, and a particular
model of surface states as donors and acceptors was proposed.

3.2 Surface Photovoltage and Surface States

Brattain and Bardeen also varied the barrier potential by applying
light using the surface photovoltage effect. They demonstrated a
direct correlation between the surface photovoltage and the work
function of the surface.?® C. G. B. Garrett and Brattain produced a
detailed theory of the surface photovoltage effect that accounted for
the experimental data and contributed significantly to the quantita-
tive understanding of the space-charge l::lyer.30 [Fig. 3-5]

The barrier voltage associated with the space-charge region, the
region itself, and the surface conductance can be varied by applying a
capacitatively coupled external electric field.3! Garrett and Brattain
used field effect, surface photovoltage, and surface conductivity mea-
surements in a combined experiment and compared their results with
theory.32 W. L. Brown used the variation of conductance with exter-
nal field to determine both the surface potential and the distribution
of charge in the surface states.3> He recognized that observation of
the unique minimum in conductance leads to quantitative results.
Low-frequency field-effect measurements in various gaseous
ambients,®? and the measurement of surface conductance in strong
inversion layers,3®> were also performed during the period of 1948-
1960.

W. Shockley made a theoretical study of the symmetrical truncation
of a crystal with perfect periodicity from bulk to surface.’® He found
that localized states split off from the upper and lower bands, form-
ing the so-called Shockley surface states in the forbidden gap. Sur-
face states on the free surface of germanium were first demonstrated
in the field-effect measurements of Shockley and G. L. Pearson.” That
surface states can be slow or fast (poor versus good electrical contact
with the bulk) was evident in the early work of Brattain and Bar-
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Fig. 3-5. Life history of an extra electron created in p-type
material by illumination of the sample, from its birth in the
photoexcitation process to its death in recombination at the
surface, starting with a positive charge in the oxide layer and
higher at the surface than at the side, as shown in the top part
of the diagram. In the next part of the diagram, an extra
electron created by photoexcitation begins moving in the
direction of the arrow. The other steps are shown in the
remaining parts of the diagram.

deen.®® That these surface states differ greatly in capture times was
shown by Garrett and Brattain when they observed that the surface
photovoltage disappeared after illumination in times of seconds or
minutes.3’ Relaxation of the fast surface states was studied with
high-frequency applied fields by H. C. Montgomery, who developed
this means of eliminating the effects of slow states.! A quantitative
analysis of this experiment was given by Garrett.*! Surface recombi-
nation velocity was shown to be very sensitive to treatment of the
surface.#? Its connection with surface noise was studied by
Montgomery.*3
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3.3 Semiconductors in an Electrolytic Ambient

Work with the semiconductor in an electrolytic ambient has proved
very fruitful. Brattain and Garrett elucidated the rectification proper-
ties of the semiconductor-electrolyte interface.** They studied reac-
tions for anodic and cathodic bias, as well as the surface properties
that had been investigated for the gas-semiconductor interface. The
surface states introduced by various metallic ions from an electrolyte
were studied by P. J. Boddy and Brattain.*> Adsorption of gases on
semiconductor surfaces, as well as the oxidation kinetics of these sur-
faces, were studied extensively by J. T. Law.%6

IV. SURFACE RESEARCH — CONTROLLED SURFACE IN ULTRAHIGH
VACUUM

Several factors contributed to the nature of surface research in the
late 1970s. Advances in ultrahigh vacuum techniques in glass sys-
tems had progressed to the point that fundamental scientific experi-
ments on surfaces appeared practical. Moreover, experimentation was
greatly facilitated by the availability of commercial ultrahigh vacuum
system components. This was accompanied by the application of new
spectroscopic techniques having greater surface specificity, such as
ultraviolet photoemission at energies in the range of 10 to 100 eV,
extended X-ray absorption spectroscopy, electron energy loss spectros-
copy, high-energy ion scattering, and the application of high-speed
computer methods to low energy electron diffraction.

A surface is a collection of interacting atoms that may be con-
sidered a phase of matter in close association with, but nevertheless
distinguishable from, the bulk solid under it. It is characterized by
the geometric arrangement of its atoms (surface crystallography), the
chemical nature of the atoms present (chemical composition and
adsorption), and the energy level and charge density structure of the
electrons in the surface region (surface electronic structure).

The study of the interaction of atoms with surfaces has both kinetic
and static aspects. Several important parameters are the probability
that an atom incident on a surface will stay on, or stick to the surface,
the migration and nucleation of adsorbed species, and the thermal
desorption of the foreign atom. Each of these phenomena was stud-
ied extensively by J. A. Becker in the late 1940s and 1950s using a
variety of techniques. Among these were thermionic emission, ther-
mal and field desorption, work function measurement, and field emis-
sion microscopy. This work led to a much better understanding of
the charge state of adsorbed species by their effect on surface poten-
tial or work function; of the specificity of adsorption and migration
phenomena to particular crystallographic planes; and to the binding
energy of adsorbate atoms to crystal surfaces in more than one crys-
tallographic site. Becker reviewed much of this work in 1955.%47
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Becker’s work represented an early effort to attack surface problems
using more than one technique. (For more on Becker’s studies see
section 2.4 of this chapter.)

During the late 1950s, J. T. Law studied the adsorption of gases on
cleaned semiconductor surfaces.*® These studies led to Law’s work on
the oxidation of silicon, in which measurements of kinetics were
made and models of the growth of oxide films were presented.*’

An important aspect of the interaction of atoms with surfaces is the
development of tools for the chemical analysis of such surfaces. The
principal means for analysis is Auger electron spectroscopy (AES)
described in section 2.3 of this chapter.

Researchers also benefited from the greatly increased understand-
ing of the nature of the solid state. In 1962, E. O. Kane proposed a
theory of photoelectric emission from semiconductors that was based
on density-of-state and energy-band considerations and that did not
involve scattering of the excited electrons either from the bulk
material or at the surface.’’ Theorists also began to apply self-
consistent calculations of energy levels specifically to the surface
region of the solid.

The geometric structure of the surface layer was explored with
low-energy electron diffraction by J. ]J. Lander, G. W. Gobeli, and A.
U. MacRae, among others®! A variety of surface superlattices were
studied. It was found, for example, that in an annealed Si(111) sur-
face, the translational periodicity of the surface layers is seven times
that of the bulk substrate. The implications of these new structural
forms, seen on almost all semiconductors, were far-reaching for the
understanding of chemical bonding.

F. G. Allen and Gobeli characterized other physical grogerties of
the elemental and the III-V compound semiconductors. 253 Particu-
larly noteworthy were their experimental measurements of the work
function, bulk photoelectric threshold, and energy gap surface state
distribution on Si(111). Gobeli and Allen performed a series of exper-
iments on the photoelectric emission from cleaved (111) surfaces of
single silicon crystals in a vacuum, using both pure and doped crys-
tals. Their results were in agreement with the Kane theory, and gave
rise to an understanding of the surface transport and rectification
properties of these materials.

Beginning in the late 1960s, advanced techniques of surface science,
particularly Auger spectroscopy and electron diffraction, were applied
with notable success to the problems of growing and characterizing
the surfaces of nearly perfect crystals of GaAs in ultrahigh vacuum by
Arthur and A. Y. Cho.>* Insights into the kinetic processes involved
in the growth of these compounds were obtained, and for the first
time, geometric characterization of a surface under growth conditions
was achieved. This technique, molecular beam epitaxy (MBE), has
resulted in improved capabilities in the areas of heterojunction lasers,
and microwave and optical component fabrication.>> Molecular beam
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epitaxy holds great promise as a tool for the development of practical
integrated optical devices. (For more on MBE see section VI of
Chapter 2.)

The greatest progress in controlling and documenting a surface and
its characteristics has been made for the free surface of a solid in a
vacuum or in a controlled gaseous environment. This has occurred
because it has been possible to develop the methods of cleaning the
surface and of diagnosing its properties to the necessary level of
sophistication. The research on semiconductor surfaces carried on
after 1960 at Bell Labs falls into this category.

4.1 Surface Crystallography — Low Energy Electron Diffraction

Low energy electron diffraction (LEED) is a tool for determining
the geometric arrangement of surface atoms. The study of this
phenomenon as a crystallographic tool for surface studies goes back
to the first experiments by Davisson and Germer on the wave nature
of matter. Even in that early work, the effect of surface condition was
clearly evident. It was found that the condensation of an unknown
gas (probably CO) on the nickel crystal produced a superstructure on
the surface with a repeat distance twice that of the surface metal
atoms. This resulted in extra diffraction spots between those caused
by the surface nickel atoms. Thus began a study of adsorption super-
structures on solid surfaces, which proceeded very slowly until the
advent of improved instrumentation in the early 1960s. At that time,
Germer, Lander, MacRae, and others undertook intensive studies in
this field.

The determination of the periodicity and symmetry of the adsorp-
tion superstructure from the LEED data is not difficult. It is a neces-
sary first step in every complete surface study leading to a full
analysis of the arrangement of the surface atoms. Observations of
LEED pattern changes or the disappearance of the pattern also make
possible studies of surface or two-dimensional phase transformations,
and order-disorder transformations both in adsorbed layers and on
clean surfaces. Such adsorbed layers may be the initial foothold of an
epitaxial deposit. ,

A particularly interesting discovery made during this period is the
metastable (2-by-1) structure on the cleaved Si(111) surface that, when
heated, reverts irreversibly to the (7-by-7) structure. The (7-by-7)
structure has a superstructure unit mesh (the two-dimensional
equivalent of the unit cell of a three-dimensional crystal) 49 times as
large in area as that of the underlying semiconductor surface.”®

Once the surface symmetry and mesh dimensions have been deter-
mined, the specific determination of atom positions at a surface is still
a difficult task. This requires the study of the way in which the
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intensity of the diffracted beams varies with electron energy (or
wavelength) of the incident beams. Such observations were made in
the early Davisson and Germer work, but a detailed understanding
required the development of LEED theory and computing methods.
P. M. Morse, who spent the summer of 1929 at Bell Labs, pursued
the problem beyond a simple single-scattering kinematic theory of
electron diffraction. Although his theoretical analysis did not account
for structure observed between the principal Bragg peaks in the plots
of intensity versus voltage, it did point to the necessity of a multiple
scattering approach as represented in this case by the band structure
of the crystal. In 1966, E. G. McRae applied a general multiple-
scattering theory developed by M. Lax to the specific case of LEED
intensities, giving the first exact solution for a model in which atomic
potentials are represented specifically.”’ McRae’s study led to qualita-
tive understanding of the extra (non-Bragg) structure in the I-V plot.
His “layer” method of computing diffraction intensities is an exten-
sion of early ideas of Darwin and Wannier. This method, or a varia-
tion, is used in practically all numerical LEED computations leading
to specific atom positions.”® The study of beam intensities in LEED as
a function of temperature led to the first observation that vibrational
amplitudes for surface atoms exceed those of the bulk, and to the
determination of a surface Debye temperature.59

The original Davisson and Germer studies demonstrated the poten-
tial of using the LEED technique in various forms. During the fol-
lowing two decades, D. W. Farnsworth and his students at Brown
University used LEED to measure the intensity of electrons diffracted
from surfaces by standard current, measuring techniques. In the late
1950s, E. ]J. Scheibner, who was later joined by Germer, put a display-
type LEED %pparatus (first suggested by Ehrenberg in 1934) into prac-
tical form.® [Fig. 3-6] Lander and coworkers (and independently,
Peria at the University of Minnesota) further improved display-type
LEED by using spherical grids and phosphor screens.®! This was the
form that Germer arranged to have made commercially available. It
was based on a design he provided after his retirement from Bell
Labs, and it had a stimulating effect on LEED research because of its
visual display of the diffraction pattern.

4.2 Surface Electronic Structure

The third basic characterization of a solid surface, viewed as a col-
lection of interacting atoms, is its electronic structure or chemical
binding. The questions may arise: How can this structure differ from
the bulk electronic structure? And what are the best ways to describe
the electronic states of adsorbed foreign atoms? Prominent among
the techniques used to answer these questions is ultraviolet photo-

TCI Library: www.telephonecollectors.info



126 Engineering and Science in the Bell System

FIRST GRID
| FLUORESCENT ELECTRON
POLISHED  CRYSTAL SCREEN LENSES
WINDOW D) —
- o
it |77y 5 —_—
| —
! C .
S \ \ ==
3 A o= D)
CAMERAZ REPELLER” > THORIATED
GRID TANTALUM FILAMENT
(A)
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apparatus  developed by Schiebner, Germer, Hartman, and
lander. (B) Cathode-ray display of a typical LEED paticrn.

emission spectroscopy (UPS). Also important are ion neutralization
spectroscopy (INS) and electron energy-loss spectroscopy (ELS). In
pursuing these spectroscopic investigations, it has been most impor-
tant for experimentalists to work in close coordination with theoreti-
cians.

TCI Library: www.telephonecollectors.info



Surface Physics 127

-~ The energy spectrum of photoelectrons emitted from a solid surface
is related closely to the energy level distributions of electronic states
in both the bulk and at the surface. The surface sensitivity is
enhanced by working in the photon energy range above about 20 eV,
where the photoelectron mean-free path is only a couple of atomic
spacings. Early work on photoelectric emission was performed at Bell

Labs by Ives and collaborators. In 1928, Ives, A. R. Olpin, and A. L.
Johnsrud published a paper that contained measurements of the
energy spectra of photoelectrons, and their distribution in angle.®?

Photoemission languished in the physics community for several
decades, and was taken up again at Bell Labs in the early 1960s by
Gobeli, Allen, and Kane, as noted in section IV of this chapter. In
1964, Kane proposed that measurements of the angular distributions
of photoelectrons should yield directly the dispersion relations (that
is, the energy-versus-wavevector curves) for electronic states.®3

In the early 1970s, UPS was studied by J. E. Rowe, H. D. Hagstrum,
N. V. Smith, and their respective coworkers. Rowe and H. Ibach
pursued photoemission from surface states on several different crystal
faces of silicon.®* From Si(111) they saw not only the “dangling”
bond states associated with the fundamental gap, but were also able
to observe additional surface states within the valence band energy
range associated with back-bonding orbitals. These states had been
predicted by J. A. Appelbaum and D. R. Hamann in what were the
first self-consistent calculations of energy states in the surface region
of a solid.%° [Fig. 3-7] The experimental results were confirmed and
extended by Rowe and Ibach using energy loss spectroscopy (ELS).
Similar studies were performed on adsorbate-covered surfaces by
detailed examination of the new peaks that appear in the photoelec-
tron energy spectra. For example, experimental studies by Ibach and
Rowe, and by T. Sakurai and Hagstrum,67 coupled with theoretical
calculations and interpretation by Appelbaum and Hamann and by K.
C. Pandey and J. C. Phillips,%® revealed the existence of a variety of
structurally different forms of chemisorbed hydrogen on silicon.

Additional theoretical and experimental work was applied to the
study of the metal-semiconductor interface, or Schottky barrier,
formed by sequential deposition of fractions of aluminum monolayers
on silicon.%? Theoretical studies of atomic geometries showed that a
threefold bonding of aluminum atoms to silicon occurs. Experimental
measurements of surface states after aluminum deposition showed
that the Schottky-barrier energy levels were caused by a thin layer
(~2A) rather than the thicker layer (~15A to 204) suggested previ-
ously.”®

One of the most important solid-solid interfaces in technology is
formed by silicon dioxide on silicon. The stabilization of silicon sur-
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Fig. 3-7. Contours of charge density on a silicon surface. The numbers indicate equi-charged
density contours in arbitrary units.

faces by thermally grown oxides was first demonstrated by M. M.
Atalla, E. Tannenbaum, and Scheibner.”! The oxide layer is used as a
passivating element to protect the silicon device from the ambient
environment and as an insulating layer to isolate individual elec-
tronic components on a single chip. In the late 1970s, a number of
different techniques were developed and applied to the physical char-
acterization of this structure. D. E. Aspnes and J. B. Theeten used
ellipsometric techniques to determine the interface width.”2 O. L.
Krivanek of the University of California at Berkeley, and D. C. Tsui
and coworkers at Bell Labs, studied the same system by cross-sectional
transmission electron microscopy,”® while L. C. Feldman and cowork-
ers analyzed the structure using high-energy Rutherford backscatter-
ing techniques.“ The results of these studies indicated a very sharp
interface, ~5A thick, which included a region of strained silicon sin-
gle crystal. These results confirmed the high degree of perfection at
this interface that makes it very useful in technological applications.
Smith, whose initial efforts had concentrated on that part of the
photoemission spectra which could be understood in terms of wave-
vector conserving transitions within the bulk band structure, turned
to the old problem of the angular distribution of the photoelectrons.
In 1974, Smith, M. M. Traum, and F. ]J. DiSalvo demonstrated for the
first time that the electronic energy dispersion relations could indeed
be mapped directly from angle-resolved photoemission experiments
performed on the layer compounds TaS,; and TaSe,”> Their study
consummated the proposal made ten years earlier by Kane.”® The
energy band structure derived was in remarkable agreement with the
theoretical band calculations of L. F. Mattheiss.”” In the same year,
Traum, Rowe, and Smith applied the angular-dependence technique
to the dangling and back-bond surface states on Si(111).”® The exten-
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sion to adsorbate systems was performed by Smith and coworkers for
chlorine atoms adsorbed on Si(111).79 Results were obtained for the
two-dimensional surface band structure of this system that agreed
well with theoretical calculations by M. Schliiter and coworkers.?
[Fig. 3-8] In short, a very detailed description of the surface electronic
structure and chemisorptive bond could be obtained.

Since 1975, much of the photoemission work has been done using
synchrotron radiation from the Tantalus storage ring at the Univer-
sity of Wisconsin, Madison. The intense continuum nature of syn-
chrotron radiation makes it an attractive source, and its inherent
polarization was used, for example, in the additional selection rules
needed to infer the atomic position of chlorine on the Si(111) sur-
face 8!

The surface-sensitive ion-neutralization spectroscopy (INS) was
developed by Hagstrum [Fig. 3-9] as a result of extensive studies of

SECONDARY
ELECTRONS
|

-35°

ENERGY (eV) —»

Fig. 3-8. Photoelectrons emitted from an ordered monolayer of
chlorine atoms (I-1, as observed by low energy electron diffraction) on
a silicon surface. The three-dimensional plot shows intensity as a
function of the emitted electron energy and the angle between, normal
to the surface and the direction of the emitted electrons. The
maximum electron energy is 16.3 eV (21.2 eV photon energy minus
4.9 eV work function). The two principal intensity peaks, Clp and
Clp|, result from electrons in two different atomic states of chlorine —
one perpendicular to the surface and the other parallel to the surface,
respectively. The peak at the left is caused by multiple scattering.
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Fig. 3-9. H. D. Hagstrum pioneered in research
involving surface phenomena in ultrahigh vacuum. In
the carly 1960s, he designed and built an all-metal,
multi-experiment apparatus. Hagstrum’s speciality has
been the study and wuse of electron ejection
accompanying the surface interaction of slowly moving
atoms that carry surface potential energy (ions or
metastables) upon which the most surface-specific
probes of electronic structure are based. Using his
newly developed ion-neutralization spectroscopy,
Hagstrum was the first to observe the surface
resonance of electrons in the chemical bonds holding
adsorbate atoms to otherwise atomically clean surfaces.

the electronic transitions that can occur when a slow atomic particle,
carrying potential energy by virtue of its being ionized cor excited,
encounters a solid surface. It is based on a two-electron, Auger-type
electron ejection process. Hagstrum developed a method for using
the experimental data to obtain the surface spectroscopic information
and observed the surface electronic resonance caused by an adsorbed
atom.%? The method has been applied to the adsorption of the chal-
cogens on nickel crystalline surfaces. It has been shown that the
coordination of the “surface molecule” is mirrored in the orbital
energy spectrum obtained 3
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In 1977, researchers at Northwestern University and at the Univer-
sity of Kent discovered giant Raman scattering molecules adsorbed
from solution onto silver electrodes in an electrochemical environ-
ment 84 (For more on Raman scattering see Chapter 5, section 6.2.)
Estimates of the magnitude of the scattering, assuming that only the
first few adsorbed monolayers were contributing, concluded that it
was enhanced by roughly six orders of magnitude over normal gas-
phase Raman scattering. At Bell Labs, J. G. Bergman and coworkers
used radioactive tracer measurements to confirm that the giant Raman
scattering was indeed taking place from about one monolayer, or
roughly 10'® molecules per square-centimeter on the electrode.®® This
surface-enhanced scattering can be compared with conventional, non-
resonant, Raman scattering cross sections of molecules in the study of
surface structure or catalysis, where scattering from approximately
10" molecules per square-centimeter is normally swamped by the
intense scattering of the substrate. This new technique of surface
vibrational spectroscopy appears to be capable of yielding essential
information about adsorbant-adsorbate systems that is difficult or
impossible to obtain either by traditional electronic level spectroscopy
or by LEED. The knowledge of surface vibrational frequencies and
intensities can yield direct and positive identification of adsorbed
species and give important insight into how and to which bonding
sites they are adsorbed.

In 1979, Rowe and coworkers observed the surface-enhanced
Raman effect on a silver surface prepared and dosed with an adsor-
bate at ultrahigh vacuum. This study paved the way for an under-
standing of the mechanism behind the large observed enhance-
ments.3¢ The results of the study were consistent with the excitation
of localized dipolar plasmon resonances of small (1001& to 10004
scale) silver particles, which Rowe determined must be present on the
surface in order to obtain enhanced signals. This effect had been sug-
gested originally by M. Moscovits at the University of Toronto,% and
later analyzed by S. L. McCall, P. M. Platzman, and P. A. Wolff,?8 and
confirmed experimentally by C. A. Murray and coworkers® and D. A.
Zwemer and coworkers.” Using a classical spheroid model, they
showed that the silver particles act as antennas for intensifying both
the incident exciting optical laser light and the reradiated Raman-
shifted light. The predicted magnitude, distance, and frequency
dependence of the signal was also consistent with the data.

4.3 Multiple Experiments in One Apparatus

The work of Bell Labs scientists in surface physics has emphasized
the importance of performing multiple experiments on the same solid
state specimen in one ultrahigh vacuum apparatus.91 {Fig. 3-10] In
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i
i
i

Fig. 3-10. H. D. Hagstrum’s ultrahigh vacuum apparatus containing facilities for frecing a
specimen from contaminants and maintaining the purity while several surface physics
cxperiments are performed.

one type of multiple experiment, the surface is characterized,
inspected, and probed by a variety of means that yield information
on several different aspects of the surface and its interactions. Thus,
LEED specifies surface crystallography, Auger electron spectroscopy
(AES) specifies the atoms present in the surface region (the surface
chemistry), and an electron spectroscopy such as ultraviolet photo-
emission spectroscopy (UPS) probes surface electronic structure. A
second type of multiple experiment, although it may include the first,
emphasizes the probing of a particular aspect of a surface by a variety
of means. Thus, surface electronic structure has been studied by
more than one electron spectroscopy such as UPS, INS, or electron
energy loss spectroscopy (ELS).”? Similarly, surface geometrical struc-
ture has been probed by ion backscattering, by LEED, by high energy
electron diffraction (HEED), and by the diffraction of low energy,
nearly monoenergetic beams of helium atoms from silicon surfaces by
M. J. Cardillo and G. E. Becker.”® The atomic beams of helium were
obtained from a free-jet expansion of helium out of a high-pressure (7
atm) nozzle through a small (~30 um) aperture. Combined with
LEED and AES, atom diffraction allows a more complete determina-
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tion of the surface structure.”® Each spectroscopy, or method, has its
peculiar set of characteristics. The use of a combination of them pro-
vides considerably more information about a given aspect of a surface
than can be obtained with one method alone.

Multiple experiments of either type or, as is usually the case, a
combination of the two, is an essential part of good surface experi-
mentation. This is rooted in the fact that the atomic system studied
in the first monolayer or two of a well-characterized surface cannot
be transported from one experiment to another as can a bulk crys-
talline solid. In most cases, the two-dimensional crystal must be
created and studied in the same vacuum environment. Multiple
experiments come close to being ideal for performing research on
controlled surfaces in a vacuum.

The story of the investigation of electron emission during the first
fifty years of the history of Bell Labs is one of progress from the
study of materials whose physical nature and chemical purity was
inadequately known, to powerful techniques involving high-vacuum,
electron spectroscopic techniques, temperature measurement over
wide ranges, and purity of materials unavailable to the early workers
in the field. The development of the computer has made possible
correlations between theory and experiment that might have been
prohibitively time-consuming in the past. Understanding of the
processes involved in electron emission continues to increase at an
accelerated rate.

REFERENCES

1. C.J. Davisson and L. H. Germer, “The Scattering of Electrons by a Nickel Cry-
stal,” Phys. Rev. 29 (June 1927), p. 908.

2. C.]J. Davisson and L. H. Germer, “Diffraction of Electrons by a Crystal of Nickel,”
Phys. Rev. 30 (December 1927), pp. 705-740.

3. K. K. Darrow, “The Scientific Work of C. J. Davisson,” Bell System Tech. . 30
(October 1951), pp. 786-797.

4. C. Kuyatt, “Observation of Polarized Electrons by Davisson and Germer,” Phys.
Rev. B12 (November 1, 1975), pp. 4581-4583.

5. C. Davisson and L. H. Germer, “A Test for Polarization of Electron Waves by
Reflection,” Phys. Rev. 33 (May 1929), pp. 760-772.

6. M. R. O’Neill, M. Kalisvaari, F. B. Dunning, and G. K. Walters, “Electron-Spin
Polarization in Low-Energy Electron Diffraction from Tungsten (001),” Phys. Rev.
Lett. 34 (May 5, 1975), pp. 1167-1170.

7. H. E. Ives, “The Alkali Metal Photoelectric Cell,” Bell System Tech. |]. 5 (April
1926), pp. 320-335.

8. J. A. Becker, “Phenomena in Oxide Coated Filaments,” Phys. Rev. 34 (November
1929), pp. 1323-1351.

9. J. A. Becker and W. H. Brattain, “The Thermionic Work Function and the Slope
and Intercept of Richardson Plots,” Phys. Rev. 45 (May 1934), pp. 694-705.

10. N. B. Hannay, D. MacNair, and A. H. White, “Semi-Conducting Properties in
Oxide Cathodes,” |. Appl. Phys. 20 (July 1949), pp. 669-681.

TCI Library: www.telephonecollectors.info



134

11.

12.

13.

14.

15.

16.
17.

18.

19.

20.

21.

22

23.

24.

25.

26.

27.

28.

Engineering and Science in the Bell System

L. A. Wooten, G. E. Moore, and W. G. Guldner, “Measurement of Excess Ba in
Practical Oxide Coated Cathodes,” J. Appl. Phys. 26 (August 1955), pp. 937-942; G.
E. Moore, L. A. Wooten, and J. Morrison, “Excess Ba Content of Practical Oxide
Coated Cathodes and Thermionic Emission,” J. Appl. Phys. 26 (August 1955), pp.
943-948.

K. G. McKay, “A Pulse Method of Determining the Energy Distribution of Secon-
dary Electrons from Insulators,” J. Appl. Phys. 22 (January 1951), pp. 89-94.

J. B. Johnson and K. G. McKay, ““Secondary Electron Emission of Crystalline
MgO,” Phys. Rev. 91 (August 1953), pp. 582-587.

P. A. Wolff, “Theory of Secondary Electron Cascade in Metals,” Phys. Rev. 95
(July 1954), pp. 56-66.

J. J. Lander, “Auger Peaks in the Energy Spectra of Secondary Electrons from
Various Materials,” Phys. Rev. 91 (September 1953), pp. 1382-1387.

K. G. McKay, Advances in Electronics (New York: Academic Press, Inc., 1948).

G. A. Harrower, “Auger Electron Emission in the Energy Spectra of Secondary
Electrons from Mo and W,” Phys. Rev. 102 (April 1956), pp. 340-347.

H. D. Hagstrum, “Theory of Auger Ejection of Electrons from Metals by Ions,”
Phys. Rev. 96 (October 1954), pp. 336-365; idem, “Theory of Auger Neutralization
of Ions at the Surface of a Diamond-Type Semiconductor,” Phys. Rev. 122 (April
1961), pp. 83-113.

J. A. Becker and C. D. Hartman, “Field Emission Microscope and Flash Filament
Techniques for the Study of Structure and Adsorption on Metal Surfaces,” |. Phys.
Chem. 57 (February 1953), pp. 153-159; J. A. Becker and R. G. Brandes, “On the
Adsorption of Oxygen on Tungsten as Revealed in the Field Emission Electron
Microscope,” J. Chem. Phys. 23 (July 1955), pp. 1323-1330; idem, “Adsorption on
Metal Surfaces and Its Bearing on Catalysis,” Advances in Catalysis and Related Sub-
jects: Volume VII, ed. W. G. Frankenberg, V. I. Komarewsky, and E. K. Rideal (New
York: Academic Press, 1955); idem, “Study of Surfaces by Using New Tools,” Solid
State Physics: Advances in Research and Application, Vol. 7., ed. F. Seitz and D. Turn-
bull (New York: Academic Press, 1958), pp. 379-424.

L. A. D’Asaro, “Field Emission from Silicon,” J. Appl. Phys. 29 (January 1958), pp.
33-34.

J. R. Arthur, “Energy Distribution of Field Emission from Germanium,” Surf. Sci.
2 (1964), pp. 389-395.

J. R. Arthur, “Gallium Arsenide Surface Structure and Reaction Kinetics: Field
Emission Microscopy,” J. Appl. Phys. 37 (July 1966), pp. 3057-3064.

T. Utsumi and O. Nishikawa, “Field-lon-Microscope Studies of the Interface
Between Solid-Liquid Metals in Vacuum,” Appl. Phys. Lett. 21 (August 1, 1972),
pp. 110-112.

O. Nishikawa and T. Utsumi, “Field Ton Microscope Study on the Interaction of
Gallium with Metals. 1. Pseudomorphic Structure and Superstructures on
Tungsten,” |. Appl. Phys. 44 (March 1973), pp. 945-954; idem, “Field Ion Micro-
scope Study on the Interaction of Gallium with Metals. II. Alloy Formation with
Molybdenum and Anisotropic Binding Force in MoyGa,” J. Appl. Phys. 44 (March
1973), pp. 955-964.

T. Utsumi and N. V. Smith, “Field-Ion Spectroscopy of Electronic States at Clean
and Adsorbate-Covered Tungsten Surfaces,” Phys. Rev. Left. 33 (November 18,
1974), pp. 1294-1297.

M. Campagna, T. Utsumi, and D. N. E. Buchanan, “Study of the Spin Polarization
of Field-Emitted Electrons from Magnetic Materials,” . Vac. Sci. and Technology 13
(Jan./Feb. 1976), pp. 192-195.

J. Bardeen, “Surface States and Rectification at a Metal Semiconductor Contact,”
Phys. Rev. 71 (May 1949), pp. 717-727.

W. H. Brattain and J. Bardeen, “‘Surface Properties of Germanium,” Bell System
Tech. ]. 32 (January 1953), pp. 1-41.

TCI Library: www.telephonecollectors.info



Surface Physics 135

29. See reference 28.

30. C. G. B. Garrett and W. H. Brattain, “Physical Theory of Semiconductor Surfaces,”
Phys. Rev. 99 (July 1955), pp. 376-387.

31. W. Shockley and G. L. Pearson, “Modulation of Conductance of Thin Films of
Semi-Conductors by Surface Charges,” Letter to the Editor, Phys. Rev. 74 (July 15,
1948), pp. 232-233.

32. W.H. Brattain and C. G. B. Garrett, “Combined Measurements of Field Effect, Sur-
face Photo-Voltage and Photoconductivity,” Bell System Tech. ]. 35 (September
1956), pp. 1019-1040; C. G. B. Garrett and W. H. Brattain, “Distribution and Cross-
Sections of Fast States on Germanium Surfaces,” Bell System Tech. . 35 (September
1956), pp. 1041-1058.

33. W. L. Brown, “Surface Potential and Surface Charge Distribution from Semicon-
ductor Field Effect Measurements,” Phys. Rev. 100 (October 1955), pp. 590-591.

34. H. C. Montgomery and W. L. Brown, “Field-Induced Conductivity Changes in
Germanium,” Phys. Rev. 103 (August 1956), pp. 865-870.

35. W. L. Brown, “n-Type Surface Conductivity on p-Type Germanium,” Phys. Rev.
91 (August 1953), pp. 518-527.

36. W. Shockley, “On the Surface States Associated with a Periodic Potential,” Phys.
Rev. 56 (August 1939), pp. 317-323.

37. See reference 31.

38. See reference 28.

39. See reference 30.

40. H. C. Montgomery, “Field Effect in Germanium at High Frequencies,” Phys. Rev.
106 (May 1957), pp. 441-445.

41. C. G. B. Garrett, “High-Frequency Relaxation Processes in the Field-Effect Experi-
ment,” Phys. Rev. 107 (July 15, 1957), pp. 478-487.

42. See reference 28.

43. H. C. Montgomery, “Electrical Noise in Semiconductors,” Bell System Tech. ]. 31
(September 1952), pp. 950-975; idem, “Comments on ‘Effect of Gaseous Ambients
Upon 1/f Noise in Ge Filaments,”” Letters to the Editor, ]. Appl. Phys. 33 (June
1962), pp. 2143-2144.

44. W. H. Brattain and C. G. B. Garrett, “Experiments on the Interface Between Ger-
manium and an Electrolyte,” Bell System Tech. ]. 34 (January 1955), pp. 129-176.

45. P.J]. Boddy and W. H. Brattain, “Effect of Cupric lon on the Electrical Properties
of the Germanium-Aqueous Electrolyte Interface,” J. Electrochem. Soc. 109 (1962),
p- 812.

46. J. T. Law, “The Adsorption of Gases on a Germanium Surface,” J. Phys. Chem. 59
(June 1955), pp. 543-549; J. T. Law and E. E. Francois, “Adsorption of Bases on a
Silicon Surface,” J. Phys. Chem. 60 (March 1956), pp. 353-358; J. T. Law, “The
Interaction of Oxygen with Clean Silicon Surfaces,” J. Phys. Chem. Solids 4 (1958),
pp- 91-100.

47. J. A. Becker, “Adsorption on Metal Surfaces and Its Bearing on Catalysis,”
Advances in Catalysis and Related Subjects: Volume VI, ed. W. G. Frankenburg, V. I.
Komarewsky, and E. K. Rideal (New York: Academic Press, 1955).

48. ]. T. Law, “The Adsorption of Gases on a Germanium Surface,” J. Phys. Chem. 59
(June 1955), pp. 543-549.

49. J. T. Law, “The Interaction of Oxygen with Clean Silicon Surfaces,” ]. Phys. Chem.
Solids 4 (1958), pp. 91-100.

50. E. O. Kane, “Theory of Photoelectric Emission from Semiconductors,” Phys. Rev.
127 (July 1962), pp. 131-141.

51. J.]. Lander, “Low Electron Diffraction and Surface Structural Chemistry,” Progress
in Solid State Chemistry, 2, ed. H. Reiss (Oxford: Pergamon Press, 1965), pp. 26-116;
A. U. MacRae and G. W. Gobeli, “Low Energy Electron Diffraction Studies,” Sem-
iconductors and Semimetals: Volume 2. Physics of 11I-V Compounds, ed. R. K. Willard-
son and A. C. Beer (New York: Academic Press, 1966), pp. 115-137.

TCI Library: www.telephonecollectors.info



136

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.
71.

Engineering and Science in the Bell System

F. G. Allen, “Field Emission: A Tool for Studying Semiconductor Surfaces,”
Annals of the New York Acad. of Sciences, Vol. 101 (January 23, 1963), pp. 850-856.

F. G. Allen and G. W. Gobeli, “Work Function Photoelectric Threshold, and Sur-
face States of Atomically Clean Silicon,” Phys. Rev. 127 (July 1962), pp. 150-158;
G. W. Gobeli and F. G. Allen, “Photoelectric Properties and Work Function of
Cleared Germanium Surfaces,” Surf. Sci. 2 (1964), pp. 402-408.

J. R. Arthur, Jr. “Interaction of Ga and As, Molecular Beams with GaAs Surfaces,”
J. Appl. Phys. 39 (July 1968), pp. 4032-4034; A. Y. Cho, “Morphology of Epitaxial
Growth of GaAs by a Molecular Beam Method: The Observation of Surface Struc-
tures,” J. Appl. Phys. 41 (June 1970), pp. 2780-2786; A. Y. Cho and J. R. Arthur,
“Molecular Beam Epitaxy,” Progress in Solid State Chemistry, 10, ed. J. O. McCaldin
and G. Somorjai (Oxford: Pergamon Press, 1965), pp. 157-191.

H. C. Casey, Jr., A. Y. Cho, and P. A. Barnes, “Application of Molecular-Beam Epi-
taxial Layers to Heterostructure Lasers,” IEEE . Quantum Elect. QE11 (July 1975),
p. 467.

See reference 15.

E. G. McRae, “Multiple-Scattering Treatment of Low Energy Electron-Diffraction
Intensities,” Letters to the Editor, J. Chem. Phys. 45 (1966), pp. 3258-3276.

E. G. McRae, “Electron Diffraction at Crystal Surfaces. 1. Generalization of
Darwin’s Dynamical Theory,” Surf. Sci. 11 (1968), pp. 479-491.

A. U. MacRae and L. H. Germer, “Thermal Vibrations of Surface Atoms,” Phys.
Rev. Lett. 8 (June 15, 1962), pp. 489-490.

E. ]J. Scheibner, L. H. Germer, and C. D. Hartman, “Apparatus for Direct Observa-
tion of Low-Energy Electron Diffraction Patterns,” Rev. Sci. Instrum. 31 (February
1960), pp. 112-114; L. H. Germer and C. D. Hartman, “Improved Low Energy
Electron Diffraction Apparatus,” Rev. Sci. Instrum. 31 (July 1960), pp. 776-777.

J. J. Lander, J. Morrison, and F. Unterwald, “Improved Design and Method of
Operation of Low Energy Electron Diffraction Equipment,” Rev. Sci. Instrum. 33
(July 1962), pp. 782-783.

H. E. Ives, A. R. Olpin, and A. L. Johnsrud, “The Distribution in Direction of Pho-
toelectrons from Alkali Metal Surfaces,” Phys. Rev. 32 (July 1928), pp. 57-80.

E. O. Kane, “Implications of Crystal Momentum Conservation in Photoelectric
Emission for Band-Structure Measurement,” Phys. Rev. Lett. 12 (January 27, 1964),
pp. 97-98.

J. E. Rowe and H. Ibach, “Surface and Bulk Contributions to Ultraviolet Photoem-
ission Spectra of Silicon,” Phys. Rev. Lett. 32 (February 25, 1974), pp. 421-424.

J. A. Appelbaum and D. R. Hamann, “Surface States and Surface Bonds of Si
(111),” Phys. Rev. Lett. 31 (July 9, 1973), pp. 106-109.

J. E. Rowe and H. Ibach, “Surface State Transitions of Silicon in Electron Energy-
Loss Spectra,” Phys. Rev. Lett. 31 (July 9, 1973), pp. 102-105.

H. Ibach and J. E. Rowe, “Hydrogen Adsorption and Surface Structures of Sili-
con,” Surf. Sci. 43 (1974), pp. 481-492; T. Sakurai and H. D. Hagstrum, “Chem-
isorption of Atomic Hydrogen on the Silicon (111), 7 x 7 Surface,” Phys. Rev. B12
(December 1975), pp. 5349-5354.

J. A. Appelbaum and D. R. Hamann, “Self-Consistent Quantum Theory of Chem-
isorption: H on Si(111),” Phys. Rev. Lett. 34 (March 31,1975), pp. 806-809; K. C.
Pandey and J. C. Phillips, “Energy Bands of Reconstructed Surface States of
Cleaved Si,” Phys. Rev. Lett. 34 (June 9, 1975), pp. 1450-1453.

H. I. Zhang and M. Schliiter, “Studies of the Si(111) Surface with Various Al
Overlayers,” Phys. Rev. B18 (August 1978), pp. 1923-1935.

V. Heine, “Theory of Surface States,” Phys. Rev. 138 (June 1965), pp. 1689-1696.
M. M. Atalla, E. Tannenbaum, and E. J. Scheibner, “Stabilization of Silicon Sur-
faces by Thermally Grown Oxides,” Bell System Tech. ]. 38 (1959), p. 749.

TCI Library: www.telephonecollectors.info



Surface Physics 137

72,

73.

74.

75.

76.

77.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

D. E. Aspnes and J. B. Theeten, “Spectroscopic Analysis of the Interface Between
Si and Its Thermally Grown Oxide,” J. Electrochem. Soc. 127 (1980), p. 1359.

O. L. Krivanek, D. C. Tsui, T. T. Sheng, and A. Kamgar, “A High-Resolution Elec-
tron Microscopy Study of the Si-SiO, Interface,” in The Physics of SiO, and lis
Interfaces, ed. S. T. Pantelides (New York: Pergamon Press, 1978).

N. W. Cheung, L. C. Feldman, P. ]. Silverman, and I. Stensgaard, “Studies of the
5i-Si0, Interface by MeV Ion Channeling,” Appl. Phys. Lett. 34 (1979), p. 859.

N. V. Smith, M. M. Traum, and F. J. DiSalvo, “Mapping Energy Bands in Layer
Compounds from the Angular Dependence of Untraviolet Photoemission,” Solid
State Commun. 15 (July 15, 1974), pp. 211-214.

See reference 63.

L. F. Mattheiss, “Band Structures of Transition-Metal-Dichalcogenide Layer Com-
pounds,” Phys. Rev. B8 (October 1973), pp. 3719-3740.

M. M. Traum, J. E. Rowe, and N. V. Smith, “Angular Distribution of Photoelec-
trons from (111) Silicon Surface States,” J. Vac. Sci. Tech. 12 (Jan./Feb. 1975), p.
298.

P. K. Larsen, N. V. Smith, M. Schliiter, H. H. Farrell, K. M. Ho, and M. L. Cohen,
“Surface Energy Bands and Atomic Position of Cl Chemisorbed on Cleaved
5i(111),” Phys. Rev. B17 (March 1978), pp. 2612-2619.

M. Schliiter, J. E. Rowe, G. Margaritondo, K. M. Ho, and M. L. Cohen,
“Chemisorption-Site Geometry from Polarized Photoemission: Si(111)Cl and
Ge(111)CL” Phys. Rev. Lett 37 (December 13, 1976), pp. 1632-1635.

G. Margaritondo and J. E. Rowe, “Atomic and Electronic Structure of Surfaces Stu-
died with Synchroton Radiation,” J. Vac. Sci. Tech. 17 (March/April 1980), pp.
561-573.

H. D. Hagstrum, “lon-Neutralization Spectroscopy of Solids and Solid Surfaces,”
Phys. Rev. 150 (October 1966), pp. 495-515.

H. D. Hagstrum and G. E. Becker, “Orbital Energy Spectra of Electrons in Chem-
isorption Bonds: O, S, Se on Ni(100),” J. Chem. Phys. 54 (February 1, 1971), pp.
1015-1032.

D. L. Jeanmaire and R. P. van Duyne, “Surface Raman Spectroelectrochemisty.
Part I, Heterocyclic, Aromatic, and Aliphatic Amines Adsorbed on the Anodized
Silver Electrode,” ]. Electroanal. Chem. 84 (November 1977), pp. 1-20; M. G.
Albrecht and J. A. Creighton, “Anomalously Intense Raman Spectra of Pyridine at
a Silver Electrode,” |. Am. Chem. Soc. 99 (July 1977), pp. 5215-5217.

J. G. Bergman, ]J. P. Heritage, A. Pinczuk, J. M. Worlock, and §. H. McFee,
“Cyanide Coverage on Silver in Conjunction with Surface Enhanced Raman
Scattering,” Chem. Phys. Lett. 68 (December 15, 1979), pp. 412-415.

J. E. Rowe, C. V. Shank, D. A. Zwemer, and C. A. Murray, “Ultrahigh-Vacuum
Studies of Enhanced Raman Scattering from Pyridine on Ag Surfaces,” Phys. Rev.
Lett. 44 (June 30, 1980), pp. 1770-1773.

M. Moskovits, “Surface Roughness and the Enhanced Intensity of Raman Scatter-
ing by Molecules Adsorbed in Metals,” J. Chem. Phys. 69 (November 1978), pp.
4159-4161.

S. L. McCall, P. M. Platzman, and P. A. Wolff, “Surface Enhanced Raman Scatter-
ing,” Phys. Lett. A77 (June 9, 1980), pp. 381-383.

C. A. Murray, D. L. Allara, and M. Rhinewine, “Silver-Molecule Dependence of
Surface Enhanced Raman Scattering,” Phys Rev. Lett. 46 (January 5, 1981), p. 57-60.
D. A. Zwemer, C. V. Shank, and ]. E. Rowe, “Surface-Enhanced Raman Scattering
as a Function of Molecule-Surface Separation,” Chem. Phys. Lett. 73 (July 15, 1980),
p. 201-204.

H. D. Hagstrum, “Electronic Characterization of Solid Surfaces,” Science 178
(October 20, 1972), pp. 275-282; idem, “The Development of lon-Neutralization

TCI Library: www.telephonecollectors.info



138 Engineering and Science in the Bell System

Spectroscopy,” J. Vac. Sci. Tech. 12 (Jan./Feb. 1976), pp. 193-195.

92. ]. E. Rowe, “Photoemission and Electron Energy Loss Spectroscopy of GeO, and
Si0,,”" Appl. Phys. Lett. 25 (November 15, 1974), pp. 576-578.

93. M. ). Cardillo and G. E. Becker, “Diffraction of He Atoms at a Si(100) Surface,”
Phys. Rev. Lett. 40 (April 24, 1978), pp. 1148-1151; idem, “Diffraction of He at
Reconstructed Si(100) Surface,” Phys. Rev. B21 (February 1980), pp. 1497-1510.

94. L. C. Feldman, P. ]. Silverman, and 1. Stensgaard, “Structural Studies of the Recon-
structed W(001) Surface with MeV Ion Scattering,” Surf. Sci. 87 (1979), pp. 410-
414; 1. Stensgaard, L. C. Feldman, and P. J. Silverman, “Calculation of the
Backscattering-Channeling Surface Peak,” Surf. Sci. 77 (1978), pp. 513-522.

TCI Library: www.telephonecollectors.info



Chapter 4

Electronic Band Structure
of Metals

The measurement and calculation of the electronic band structure of metals
started at Bell Laboratories in the 1950s. Materials purification methods
developed for semiconductors were applied to metals, and the increased avail-
ability of sensitive and reliable electronics made rapid and accurate measure-
ments possible. The development of high-speed computers and new approxi-
mations to the one-electron theory also brought about rapid advances in
theoretical calculations.

Scientists at Bell Labs studied Fermi surfaces, cyclotron resonance, and
oscillatory effects such as the deHaas-van Alphen effect, magnetothermal as
well as magnetoacoustic effects, and band-structure calculations. Other
research on metals is discussed elsewhere in this volume, in particular, mag-
netic properties of metals and alloys in Chapters 1 and 12, superconductivity
in Chapters 9 and 15, and internal friction and dislocations in Chapter 19.

1. FERMI SURFACES

A metal is a good electrical conductor because its conduction elec-
trons are free to move through the lattice of positive ions. The posi-
tion of an individual electron in a metal is completely unknown, but
because of the uncertainty principle, its momentum is well defined.
Therefore, the description of the electronic structure of a metal
involves the specification of the energy as a function of the momen-
tum of each electron. The momentum may be represented by a point
(or state) whose Cartesian coordinates are the components of momen-
tum in three perpendicular directions; this is usually referred to as
the representation in momentum-space. The Pauli exclusion princi-
ple permits only two electrons (one of positive and one of negative
spin) to have the same momentum, so that to achieve minimum

Principal authors: L. F. Mattheiss, W. A. Reed, and W. M. Walsh
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energy, the momentum states of increasing energy are successively
filled until all the electrons are accounted for. The boundary
between these filled states and the empty states of higher energy is a
surface of constant energy called the Fermi surface. The Fermi sur-
face reflects the symmetry of the crystal in position-space, but it gen-
erally has a very complicated siape, determined by the periodic
potential field of the ionic lattice. As an example, the Fermi surface
of tantalum retains the basic cubic symmetry of the crystal lattice
even though it is composed of several complicated pieces or sheets.!
[Fig. 4-1] The study of Fermi surfaces is of interest because the elec-
trons at, or near, the Fermi surface determine the properties of a
metal. The branch of solid state physics that studied these surfaces
and the associated band structures became known as Fermiology.

Fig. 4-1. The Fermi surface of a single crystal of
tantalum. The outer hole sheets, or unoccupied
electron states in momentum space, are shown in the
shaded regions. The dashed lines are the boundaries of
the first Brillouin zone for a body-centered cubic
lattice. This model is based on the theoretical
calculations of L. F. Mattheiss and is consistent with
the experimental data of E. Fawcett and W. A. Reed.
In contrast, the Fermi surface of a simple monovalent
metal like sodium is a sphere. [Mattheiss, Phys. Rev.
139 (1965): A19011.
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Many of the experimental techniques for studying Fermi surfaces
originated in the late 1930s with electrical and magnetic measure-
ments on semimetals. The data were very complicated and did not fit
the simple theoretical models, which predicted spherical or ellip-
soidal Fermi surfaces. However, in the mid-1950s two major break-
throughs, one experimental and one theoretical, initiated a period of
intensive study of the electronic band structure of metals.?

The theoretical advance, by L. Onsager at Yale University, showed
that the frequency of the oscillations observed in the field depen-
dence of the magnetic susceptibility could be directly related to the
extremal cross-sectional areas of the Fermi surface.® This meant that a
study of the frequencies of oscillation of the susceptibility as a func-
tion of magnetic-field orientation could, in principle, completely map
the Fermi surface of a metal.

The experimental advance was the measurement of the anomalous
skin effect in copper by A. B. Pippard at Cambridge University in
1957 These results showed that the Fermi surface, originally thought
to be nearly spherical, was in reality a “jungle gym” of connected
“balls and pipes.” Pippard verified what many had previously
suspected, namely, that Fermi surfaces could be quite complicated and
that their study would lead to a deeper understanding of the proper-
ties of metals.

A variety of experimental techniques were developed to study
Fermi surfaces. Each method is based upon the fact that an electron’s
energy is quantized in a magnetic field, and the trajectory of an elec-
tron in a crystal is confined to the intersection of the Fermi surface
with a plane perpendicular to the magnetic field. To obtain usable
data, it is necessary that the electrons traverse their orbits many times
before scattering. In practical terms this means that the metal sam-
ples must be high-purity [less than 10 parts per million total impuri-
ties], nearly perfect single crystals, and that the experiments must be
performed at low temperatures (1K to 4K) and in magnetic fields of
10 to 100 kilogauss.

II. CYCLOTRON RESONANCE

Since the mid-1950s cyclotron resonance has proved to be a power-
ful spectroscopic tool in solid state physics. The first experiments
studied the motion of electrons and holes in semiconductors; later stu-
dies included semimetals and metals. At Bell Labs in the late 1950s, J.
K. Galt had been measuring the cyclotron resonance in semimetals,’
and it was natural for him to apply this technique to metals.® He
recognized the need for high-purity single crystals, and with P. H.
Schmidt initiated a program to grow pure single crystals of zinc and
cadmium. However, the experimental geometry, which had been suc-
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cessful in the study of semimetals (with the magnetic field perpendic-
ular to the sample surface) yielded confusing results in metals
because of the very small skin depth. (For more on this topic see sec-
tion 2.4 of Chapter 1.)

This impasse was overcome by the Soviet theorists M. Ya. Azbel’
and E. A. Kaner, who showed that well-defined resonance series
could be observed if the magnetic field was accurately aligned in the
plane of extremely flat samples.” The theoretical prediction was soon
qualitatively verified by E. Fawcett at the Royal Radar Establishment
in England.® A. F. Kip and coworkers at the University of California
at Berkeley,” and Galt at Bell Labs,!? demonstrated the power of the
new experimental geometry. The era of cyclotron resonance in
metals was launched. During the 1960s Azbel’-Kaner cyclotron reso-
nance was widely exploited, in parallel with other experimental tech-
niques and increasingly sophisticated band-structure computations, to
establish the electronic properties of nearly all the elemental metals
and even some metallic compounds.

At Bell Labs, interest focused on the transition metals because the
degree to which d electrons might be considered to be mobile had
not been established. Cyclotron resonance measurements on tungsten
by Fawcett and W. M. Walsh!! proved to be consistent with the band
structure computations of L. F. Mattheiss.)? As a result of these stud-
ies, the previously emphasized distinction between d electrons and
more free-electron-like states was shown to be meaningless because of
extensive mixing (hybridization) of the electronic wave functions.
The ultimate example of this itinerant nature of magnetic electrons
was provided by observation by Azbel’-Kaner cyclotron resonance in
ferromagnetic nickel by P. Goy of Ecole Normale Superiere in France
and by C. C. Grimes.!3 [Fig. 4-2]

Cyclotron resonance is a temporal phenomenon requiring equality,
or a harmonic relationship, between the periods of the orbiting
electrical carriers and the electrical excitation. In 1962, related spatial
resonance phenomenon was discovered by V. F. Gantmakher in the
Soviet Union.!* He showed that sharp anomalies in the radio fre-
quency impedance of thin metal plates occurred when a parallel
magnetic field caused cyclotron orbits, or multiples of orbits, to span
the sample thickness. The phenomenon results from current being
carried from the surface skin-effect region and refocused into an
image-current sheet one orbit diameter away. If the image-current
sheet intersects the opposite surface of the metal plate, the surface
impedance is modified. Similarly, if the orbit only spans half the
sample thickness (at twice the magnetic field strength) the image-
current sheet excites a second set of orbits that produce a weaker
secondary image at the second surface. Grimes used this very direct
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Fig. 4-2. Cyclotron resonance in nickel as a striking proof that the magnetism of
transition metals results from fully itinerant electrons. The graph of the derivative
of the surface resistance versus applied external field A shows a series of peaks that
are subharmonically related in the internal magnetic induction B. [Goy and
Grimes, Phys. Rev. B7 (1973):299].

means of measuring orbit sizes and shapes to study several simple
metals, Walsh and Grimes!® then used the technique to deduce -
important details of the electronic structure of tungsten as calculated
by Mattheiss and R. E. Watson.1®

S. ]. Allen extended the Azbel’-Kaner cyclotron resonance method
in potassium to extremely high frequencies, <1750 GHz, with a far-
infrared, laser-driven spectrometer. Allen was able to observe effects
caused by electron phonon coupling and the breakdown of the
Azbel’-Kaner theory. It was shown that at these high frequencies, the
electrons do not escape the skin depth before the infrared field
changes phase and the harmonics of cyclotron resonance, normally
seen at low frequencies, are strongly attenuated.!”

III. HIGH-FIELD GALVANOMAGNETIC EFFECTS

Galvanomagnetic effects occur when a conductor carrying a current
is placed in a magnetic field. If an electron can traverse only a small
fraction of its cyclotron orbit before scattering, the measurements are
said to be in the low-field regime. Conversely, if an electron is able
to complete one or more orbits before scattering, then the measure-
ments are in the high-field regime.
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To understand the galvanomagnetic properties of metals, it is
important to understand the motion of an electron under the com-
bined influence of the periodic field of the lattice, and the Lorentz
force which results from the application of a magnetic field. From
the definition of the Fermi surface and the Lorentz force, the elec-
trons’ motion may be described in a simple geometric way. Each
electron at the Fermi surface has a constant energy, and a constant
component of momentum along the magnetic field, since the Lorentz
force is perpendicular to both the electrons’ velocity and the mag-
netic field. Thus the motion (or orbits) of the electrons at the Fermi
surface in a magnetic field is the perimeter of each plane-section of
the Fermi surface perpendicular to the magnetic field.

The change in a conductor’s resistance in a magnetic field is known
as magnetoresistance. At room temperatures, this effect is small (less
than 1 percent) and is only slightly dependent upon the orientation
of the magnetic field relative to the sample’s axis. However, it was
observed by N. E. Alekseevskii and Yu. P. Gaidukov,'® and by J.
Yahia and J. A. Marcus,!® that the magnetoresistance of high-purity
single crystals at temperatures less than 4K could be very large
(greater than 10%) and highly dependent on the directions that the
magnetic field and current made with the sample axes. These results
could not be reconciled with the spherical or ellipsoidal Fermi-surface
models that had been applied successfully in understanding the gal-
vanomagnetic effects in semiconductors and semimetals. The answer
to this puzzle was provided by a trio of Soviet theorists—I. M.
Lifshitz, Azbel’, and M. 1. Kaganov.20 They assumed that the Fermi
surface of a material could be composed of more than one sheet, that
these sheets could involve either electrons or holes, and that some of
these sheets could possess a multiply connected topology that sup-
ported cyclotron orbits extending indefinitely in momentum space.
These calculations showed that as the magnetic field increased, the
magnetoresistance could either saturate at a small value (less than 10)
or increase quadratically to large values (greater than 10°) depending
upon the nature of the cyclotron orbits permitted on the Fermi sur-
face for that particular magnetic field direction. Rotating the mag-
netic field around some axis of a single crystal could produce large
peaks and low valleys as different types of orbits were allowed. At
Bell Labs, J. R. Klauder and J. E. Kunzler applied these results to
copper and demonstrated experimentally most of the theoretical pre-
dictions.2!

The galvanomagnetic studies were continued by W. A. Reed and
Fawcett. They were aicded by R. R. Soden, who was then applying
the art of float-zone refining to the fabrication of high-purity single
crystals of the transition metals. Probably the most notable work of
this collaboration resulted from their measurements on nickel.?* This
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study demonstrated that all of the conduction electrons in nickel were
free to move throughout the crystal (itinerant), and that the previous
idea of localized d electrons was incorrect. They also demonstrated
that the magnetic field “felt” by the electrons was the magnetic induc-
tion B, not the magnetic intensity H.

IV. THE OSCILLATORY EFFECTS

When a metal is placed in a magnetic field the free energy of the
electrons is quantized and the electrons are distributed among these
discrete levels. As the magnetic field is increased the energy of some
of these levels will become greater than the Fermi energy and the
electrons in these levels will redistribute themselves into the lower
energy levels. This redistribution of the electron population as a
function of magnetic field reveals itself in any measurable quantity
that depends upon the free energy. The oscillation of this quantity
will be periodic in B™!. The effects most used to study Fermi surfaces
are the deHaas-van Alphen effect, the magnetothermal effect, and the
magnetoacoustic effect.

4.1 deHaas-van Alphen Effect

In 1930, L. D. Landau calculated the magnetic susceptibility of an
electron gas and found a term that oscillated in the magnetic field.?®
At that time he dismissed this term because he felt that it could not
be observed experimentally. However, in 1930 W. J. deHaas and P.
M. van Alphen observed these oscillations in bismuth. Although a
number of scientists continued to measure the deHaas-van Alphen
effect over the intervening years, it was not until 1952, when Onsager
made the connection between the frequency of the oscillations and
the cross-sectional area of the Fermi surface, that the measurement of
the oscillatory magnetic susceptibility and the complementary oscilla-
tory effects (magnetothermal, magnetoacoustic, galvanomagnetic, and
so on) became powerful tools for measuring the Fermi surfaces of
metals.

In 1963, deHaas-van Alphen measurements were started at Bell
Labs by J. H. Condon. While studying beryllium, he noticed that the
shape of the susceptibility oscillations were distorted, but the distor-
tions were not dependent upon the sample shape. This observation
was at variance with a paper by Pippard, which explored the
ramifications of the fact that the oscillatory free energy was a func-
tion of the magnetic induction B, and not the magnetic intensity H as
had been previously assumed.?* This became known as the B-H effect.
Condon developed an explanation of his results in beryllium by pos-
tulating that during parts of the oscillation the sample broke up into
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magnetic domains, similar to the domains observed in ferromagnetic
materials.?> Condon and R. E. Walstedt subsequently verified this
explanation by measuring the nuclear magnetic resonance in silver.26
They observed two resonances, corresponding to two values of the
magnetic induction, when the domains existed and only one reso-
nance when the domains were absent. The B-H effect was also stud-
ied in beryllium by Reed and Condon using the high-field magne-
toresistance oscillations.?’ [Fig. 4-3]

4.2 Magnetothermal Effect

In 1960, W. S. Boyle, Kunzler, and F. S. L. Hsu demonstrated the
magnetothermal effect in bismuth.?® They measured the temperature
fluctuations of a single crystal that had a weak thermal link to a bath
of liquid helium and observed thermal oscillations periodic in B~
This technique was applied by ]. E. Graebner and Kunzler to the
high-field superconductor V3Ge,?® by Graebner and E. S. Greiner to
the metallic oxide ReO3°° by M. H. Halloran and coworkers to
niobium and tantalum,31 and by Graebner, Greiner, and W. D. Ryden
to the conducting transition-metal dioxides RuO,, IrO, and OsO,. 2

Be 461—C—2
10x 109~

8x 103~

2x 103=

..|- . - ' S e LT L] L -."I
0 20 60 80

H (kOe)
Fig. 4-3. The high-field magnetoresistance of beryllium, showing the
effects of quantum oscillations and the fact that these oscillations
depend on the magnetic induction B (internal field) and not the
magnetic intensity H (applied field). [Reed and Condon, Phys. Rev.
B1 (1970): 35061
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4.3 Magnetoacoustic Effects

As in previously mentioned effects, the absorption of high-
frequency sound (approximately 10 MHz) by electrons in a high-
purity metal single crystal undergoes periodic oscillations as the
strength of the magnetic field is varied. R. W. Morse at Brown
University was one of the first to apply this technique to the meas-
urement of Fermi surfaces.3> Measurement of magnetoacoustic oscilla-
tions was initiated at Bell Labs by D. Gibbons and continued by L. R.
Testardi. Testardi’s measurements on rhenium,34 coupled with the
calculations of Mattheiss,>®> were instrumental in the understanding
of the band structure of this metal.

V. BAND STRUCTURE CALCULATIONS

A basic problem in representing the electronic states of metals is
caused by their dual nature. They resemble bound atomic states near
the nuclei and freely propagating plane waves in the interstitial
regions. A practical theoretical formulation combining these charac-
teristics was derived by J. C. Slater at M.LLT. which he called the
augmented-plane-wave method.3® Mattheiss furthered the develop-
ment of this method with Slater’s group,? and initiated a program of
band structure calculations when he joined Bell Labs in 1963. He
used the augmented-plane-wave method to calculate the band struc-
ture of transition metals and compounds that were being investi-
gated. His band calculations for the Al5 compounds (for example,
V3Si),38 tungsten,39 rhenium,40 niobium and tantalum,?! the metallic
oxides ReOj; and RuO,, IrO, and Os0,,*2 and the layer compounds
(for example, NbSe),*® provided a useful framework for interpreting
the experimental data and furthering the understanding of the elec-
tronic structure of metals and compounds.
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Chapter 5

Quantum Electronics —
The Laser

Quantum electronics can be said to have originated with the invention of
the maser by C. H. Townes and his students at Columbia University in the
1950s, although the basic physics of stimulated emission of radiation and
population inversion had been understood decades earlier.

Townes and A. L. Schawlow collaborated in research that applied maser
principles to the optical region of the electromagnetic spectrum and resulted
in the development of the laser. This first laser opened the way for others:
the helium-neon laser, the semiconductor heterostructure that is of special
interest in optical communications, the high-power CO, laser, dye lasers for
very short pulses, and the spin-flip Raman laser, among others.

With the availability of the laser as a tool for high-resolution spectroscopic
research, Bell Labs scientists have made contributions in a number of fields of
research—for example, Raman scattering, coherent optical effects, radiation
pressure studies, nonlinear optics including second harmonic generation, and
optical parametric amplification. Laser applications are also discussed in
Chapter 6 and Chapter 19.

I. MICROWAYVE SPECTROSCOPY AND MASERS

The development of microwave techniques during World War II
gave impetus to the exploration of the properties of matter in the
microwave region of the electromagnetic spectrum. Before the war C.
E. Cleeton and N. H. Williams at the University of Michigan used a
magnetron for microwaves down to 6 millimeters.! Bell Laboratories
entry into this field was marked by the work of C. H. Townes in
1945-1946 on the microwave absorption spectroscopy of gases. The
characteristic rotational frequencies of molecules lie in the microwave

Principal authors: P. A. Fleury, A. G. Fox, J. A. Giordmaine, B. F. Levine, R. C. Miller, M.
B. Panish, C. K. N. Patel, and P. W. Smith
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range. In addition, certain special molecular motions, such as the
tunneling of the nitrogen atom through the plane of hydrogen atoms
in NHj, also occur at microwave frequencies.2 By measuring the
absorption frequencies of molecules such as OCS, CICN, and BrCN,
Townes and coworkers derived information concerning bond dis-
tances, dipole moments, and chemical bonding, and nuclear proper-
ties such as masses and quadrupole moments.3

Townes continued his microwave spectroscopy program after he
accepted an academic appointment to the physics department of
Columbia University. The research by Townes and his graduate stu-
dents at Columbia led to the development of the concept of
microwave amplification by stimulated emission of radiation (the
maser). In particular, their studies of the NH; maser had an impor-
tant impact on molecular spectroscopy research.* The maser produced
a more profound impact a few years later when the concept of stimu-
lated emission of radiation was applied to the optical region of the
electromagnetic spectrum.

At Bell Labs, attention turned to the possibility of designing a solid
state maser amplifier with very low noise possibilities capable of
operating at liquid helium temperature. In 1956, acting on a sugges-
tion of N. Bloembergen of Harvard University, H. E. D. Scovil, G.
Feher, and H. Seidel designed and constructed the first continuous-
wave solid state maser using Gd>* ions in lanthanum ethylsulfate.’> A
broadband traveling-wave maser was later developed by R. N.
DeGrasse, E. O. Schultz-DuBois, and Scovil.® A form of this maser was
used in the low-noise preamplifier of the earth station at Andover,
Maine, used in the Telstar communication satellite studies.

In the 1970s, a renaissance in the subject of microwave gas spectros-
copy occurred, particularly in astrophysics (see section 1.3 of Chapter
7). More than forty molecules have been discovered in the interstel-
lar medium in our galaxy, among which is 0CS,” the spectrum of
which was studied by Townes at Bell Laboratories 30 years earlier.

I1. PHYSICAL PRINCIPLES AND CONDITIONS FOR LASER ACTION —
THE He-Ne LASER

Recognizing the potentially important role that microwave
spectroscopy and the maser were likely to play in physics research
and in communications devices, scientists at Bell Labs Physical
Research Laboratory set up a consulting arrangement with Townes in
1957. Among the many scientists with whom Townes interacted, his
collaboration with A. L. Schawlow turned out to be the most fruitful.
[Fig. 5-1] Prior to joining Bell Labs Physical Research Department in
1953, Schawlow had spent two post-doctoral years with Townes at
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Fig. S-1. (Left) A. L. Schawlow adjusts a ruby optical mascr during an
experiment at Bell Laboratories in 1960, (Right) C. H. Townes with a
ruby maser amplifier uscd for radio astronomy. [MIT photo, circa 1957].

Columbia University, where they wrote a book on microwave spec-
troscopy. Schawlow’s initial research activities at Bell Laboratories
were in the field of superconductivity.

Schawlow and Townes examined the conditions needed to achieve
amplification by stimulated emission of radiation in the optical region
of the electromagnetic spectrum, which is over four orders of magni-
tude higher in frequency than oscillation in the ammonia maser. In a
December 1958 publication, they promulgated the physical principles
and requirements for such amplification in the visible or infrared
regions of the spectrum.8 [Fig. 5-2] These included the pumping
intensity needed to produce an inverted population density sufficient
for amplification, the optical cavity configuration needed to get ade-
quate mode selection, expected output characteristics, and possible
materials for use.

In 1959, A. Javan described the basic principles for a gaseous
helium-neon (He-Ne) continuous-wave laser system.’ [Fig. 5-3] He
proposed using a low-power gas discharge to excite helium atoms by
means of inelastic collisions with electrons to a long-lived metastable
state, 2°S. The energy of this helium metastable state is essentially
resonant with the neon-2s levels. Javan reasoned that under the right
experimental conditions, the helium metastables should serve as
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Infrared and Optical Masers

A, L. Scrawiow axp C. H. Towas®
Ball Tdsplons Laborotoriss, Muvay Hil, New Jarmy
(Recelved August 26, 1958)

The extention of maser techniquen o the infrared and optical region ia conaidered. It is shown that by using
» resonant cavity of ceatimeter dimensions, having many resonant modes, maser oscillation at these wave-
lengths can be achieved by pumping with reasonable amounts of incoherent tight. For luvel:nnhs much

shortec thas those of the ultraviolet region, maser-type

arplification appean to be qui

te {mpractical.
Althagh use of » maltimode cavity s suggvated, & siagle mode may be sclcted by making only the ead
wally bighly reecting, and defining « suitably small angular sperturc. Then extremely monothromatic and
coberent light s produced. The deaign principles are illustrated by refereace to & systew using potaasium
vapor.

INTRODUCTIOR

AMPLIFIERS and oscillators using atomic and
molecular processes, as do the varous varieties
of masen,'* may in principle be extended far beyond
the range of frequencies which have been generated
electronically, and into the infrared, the optical region,
of beyond. Such techniques give the attractive promise

HARACTERISTICS OF MASERS FOR
MICROWAVE YREQURNCIES
For comparison, ¢ shall consider 6rst the character-
istics of masers operating in the normal microwave
range. Here an unstable ensemble of atomic or molecular
systems f introduced into a cavity which would
nomaally have one resonant mode near the frequency
which ds to radiative itions of these

of coberent amplification at these high f) fes and
of generation of very monochromatic radistion. In the
infrared region in particular, the generation of reason-
ably intense and monochromatic. radiation would allow
the poasibility of spectroscopy at very much higher
resolution than is now possible. As one attempts to
extend maser operation towards very short wavelengths,
unumbero!mupeculndpmblemunﬂu whlch
of

dlmmlommdcomdmble modiﬁulionuﬂhecxpen
menul tzchniqlus used. Our purpose is to d:mxss
ical aspects of like devices for lengt
considerably shorter than one centimeter, to examine
lbelhonwlvdeuthlhmtfoxpncdeddﬂicsohhh
type, and to outline design it for an

systems. In some cases, such an ensemble may be
located in a wave guide rather than in a cavity but
again there would be characteristically one or a very
few modes of propagation allowed by the wave guide in
the frequency range of interest. The condition of
oscillation for » atomic systems excited with mndom
phase and located in a cavity of appropriate Erequency
roay be written (see references 1 and 2)

w2 AV Ar/(42%0.), m
where # is more precisely the difference %;~m in number
of systems in the upper and lower states, V is the
volumeoflhzumy,Aru!hzhnllmdlholdﬁe
atomic ath i intensity,

almpleollmuerosdllmrlorpmdmngnd:mn
in the infrared region. In the general discussion,
rotighly reasonable values of design parameters will be
used. They will be justified later by more detailed
examination of one particular atomic system.

Yopermenent addrem; Clumbia Usivenity, New York, New

Fhys. Rev. 9, 1264
(l;ucuci:n.uw mm,.. 1264 (mss)

N. Bloembugen, Rev. 184, 329 (1956
o AT T I I

alL line shape, u is the matrix element involved
in the transition, and @, is the quality factor of the
cvity.

The energy cmitted by such a maser osciliator is
usually in an extremely monochromatic wave, since
the cnergy produced by stimulated emission is very
much larger than that due to spontaneous emission or
to the normal background of thermal radiation. The
frequency range over which appreciable energy is
distributed is given approximately by'

Sr=4xkT(Ar)%/ P, (¢:]

Fig. 5-2. Page | of the historic paper by A. L. Schawlow and C. H. Townes.

Rev. 112 (1958): 1940].

efficient carriers of energy. Through a collision process, the helium
metastables would excite the nearly resonant neon levels to produce
the population inversion required for laser action on the 2s — 2p
neon transition. The optimum conditions for laser action were deter-
mined experimentally by W. R. Bennett and Javan.

Laser oscillations were first demonstrated in 1960 by T. H. Maiman
at the Hughes Research Laboratories.!® Maiman used a pulsed flash
lamp, placing transiently ions from the ground state of Cr*** in a
ruby crystal to an excited state to produce oscillations. In 1961, Javan,
Bennett, and D. R. Herriott demonstrated the first gas laser and the
first continuously operating laser, thus experimentally verifying
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POSSIBILITY OF PRODUCTION OF NEGATIVE TEMPERATURE IN GAS DISCHARGES
A. Javan
Bell Telephone Laboratories, Murray Hill, New Jersey
{Received June 3, 1959)
e

In a recent paper' Schawlow and Townes have
discussed a possibility for obtaining maser action
in the optical region. In their proposed scheme,
negative temperature is obtained by optical pump-
ing. One may expect also that under favorable
conditions the excitation of atomic levels by elec-
trons in a discharge can lead, in principle, to a
state of negative temperature, However, severe
restrictions exist if densities of the excited atoms
as large as those needed for maser action are
required. The present Letter considera briefly
these limitations and certain types of systems
which appear to be most favorable for practical
application of this proposal. Pure gases behave
quite differently than certain kinds of gas mix-
tures. First let us consider the former case.

For the purposes of rough estimates of various
discharge conditions as described below, let us
make a simplifying assumption that the main
source of population of an excited state is due to
collisions of the firat kind between the electrons
and atoms In the ground state leading directly
to the excited level under consideration. It can
be shown that, at least in cases discussed below,
other details such as cascade processes and
collision of electrons with other excited atoms

e o

The S, metastable of He also lies in energy
fairly close to the excitation energy of the upper
maser level of Ne discussed above. The presence
of a partial pressure of He is expected to enhance
considerably the negative temperature in the levels
of Ne,

The transfer of excitation of the type described
above may play an appreciable role within the
levels of the same atom. An important example
of this 18 expected to occur in the levels of Ne.
Let us consider the group of lour levels 2s,, 2s,,
2s,, and 2s;. The level 2s, 1s the one emphasized
in the above for the upper of the two maser levels,
These four levels all fall fairly close tn energy.
The level 25, is also allowed for an optical transi-
tion to the ground state. The transfer of excita-
tion within these levels is expected to result in
particular bullt up of large population in the
level 2s,, this level having the lowest energy
within this group. Thus, an even more favorable
transition in Ne appears to be the 2s,~2p,,. This
transition lies at 10343 wave number.

Details of the above proposals will be published
upon their experimental verifications.

1 would like to acknowledge helpful discussions

with Dr. W. R. Bennett, Jr., Dr. 8. J. Buchsbaum,
Professor C. H. Townes, Dr. J. P. Gordon, and
Dr. A. L. Schawlow.

do not appreciably effect our order -of -magnitude
estimates.

A, L. Schawlow and C. H. Townes, Phys. Rev
112, 1940 (1858).

Fig. 5-3. Javan’s proposed scheme for obtaining population inversion in atomic
energy levels of neon, resulting in the helium-neon laser. [Adapted from Phys. Rev.
Letr. 3 (July 15, 1959)].

Javan’s predictions.!! [Fig. 5-4] Initially the He-Ne laser operated on
any of five different wavelengths in the near infrared, and used a
low-power gas discharge. [Fig. 5-5] Fifteen milliwatts of continuous
power were generated in the strongest line, which was the 2s, — 2p,
transition at 1.15 um. The spectral linewidth was thousands of times
sharper than the best spectroscopic lines then available in the visible
region.

In the He-Ne laser, planar mirrors were used inside the vacuum
envelope. The mirrors required repeated and delicate adjustments,
making this arrangement somewhat complex to build and use. A
considerable simplification was accomplished by the introduction of
Brewster-angle windows and concave mirrors by W. W. Rigrod and
coworkers.'* The Brewster-angle windows allowed the laser mirrors
to be placed outside the discharge tube with negligible transmission
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Fig. 3-4. (Left to right) A. Javan, W. R. Bennett, Jr., and D. R. Herriott adjusting
the helium-ncon laser, 1961.

losses, and the concave mirrors made alignment of the laser resona-
tors much easier.

Subsequently, A. D. White and J. D. Rigden studied the visible
spectral characteristics of the He-Ne discharge and obtained laser
action in the red region of the spectrum at 0.633 um on the 3s, — 2p,
neon transition.!®> As of the time of this publication, the He-Ne red
laser is probably still the most widely known laser on the market. It
is estimated that there are more than 200,000 He-Ne lasers in use as
teaching tools, and in laboratory instruments, measuring systems,
scanners, optical data storage systems, and video-disc readers.

2.1 Early Solid State Lasers

When T. H. Maiman announced the operation of the first laser in
mid-1960, he reported a lifetime shortening from 3.8 to 0.6 mil-
liseconds and an R to R; line-intensity change from 2:1 to 50:1 as evi-
dence of laser action in ruby crystals.!4 At the time some investigators
regarded the sufficiency of this evidence as controversial. This led a
group of Bell Labs researchers to verify Maiman’s report. The result,
published by R. J. Collins and coworkers, gave confirmation of laser

TCI Library: www.telephonecollectors.info



Quantum Electronics 157

25 —
+
L 246 He
T Net
—— 2147
20 —
19.81 s
19 [~
5 18-
=
>
©
o
w
p-4
w
17
5 ——— 1886
16 —
ol He Ne

Fig. 5-5. Energy-level diagram of helium and neon atoms. Note
the coincidence of the metastable 23S level of helium and the 2S
levels of neon. [Javan, Bennett, Jr., and Herriott, Phys. Rev.
Lett. 6 (February 1, 1961): 106].

action—sharp directionality, line narrowing of a factor of 30, and spa-
tial coherence over a lateral dimension of 100 wavelengths in the
source.!® In addition, the first observations of relaxation oscillations
in a laser were made.

Extending the research by G. H. Dieke and his collaborators at
Johns Hopkins University on rare earth ions in LaCl; and other host
crystals, which aimed at identifying the energy levels and visible
transitions of the rare earth ions, L. F. Johnson initiated spectroscopic
studies into the near infrared. Spectroscopic observations of the
fluorescent emission in neodymium-doped crystals, supplied by K.
Nassau, showed that upon excitation with a mercury lamp, the dom-
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inant emission arises from the de-excitation from the Nd-‘Fs, level,
the strongest transition being to the *I;;; terminal state. This obser-
vation, coupled with the long lifetime of the upper level, led Johnson
and Nassau to use neodymium as the active ion for a near infrared
solid state laser. Furthermore, since the terminal state for this transi-
tion lies at approximately 2000 cm™ above the ground state, it will
not be populated at 300K. Thus, room temperature continuous-wave
operation with a solid state laser seemed a possibility. Because of the
high crystal quality of CaWQ,, this was initially the preferred host.
Pulsed laser action at 1.064 um with Nd:CaWOQO, was first observed by
Johnson and Nassau in 1961.1¢ Soon thereafter, Johnson and cowork-
ers observed continuous-wave operation with this same system at
room temperature.”

During 1961, D. F. Nelson and W. S. Boyle worked on making a
continuous-wave ruby laser. Since pulsed ruby lasers typically used
megawatts of optical pump power, extensive changes in the ruby rod
size, shape, and doping were required. In order to implement the
new idea of end-pumping, the rod was made trumpet-shaped, having
an input cone of sapphire to intensify the pump in the attached ruby
rod, which had 10 times less chromium than pulsed rods. When
cooled with liquid nitrogen and pumped with 900W, the laser emit-
ted 4 milliwatts (mW) continuously.18 In 1962, G. D. Boyd and
coworkers obtained continuous-wave operation of U:CaF,.'° The
demonstration of continuous-wave, solid state laser action emphasized
the potential of such systems for a variety of applications in commun-
ications and physical research.

Extending the spectroscopic studies to transition metal ions in insu-
lating crystals, Johnson, R. E. Dietz, and H. J. Guggenheim found
strong infrared fluorescence from several ions other than chromium.
In 1963, they obtained laser emission from nickel, cobalt, and vana-
dium ions.?’ However, the mode of operation was quite unlike any
other system—the terminal state of the laser transition was a vibra-
tional state of the lattice. Since laser oscillation occurred in a broad
vibrational sideband rather than in a narrow electronic line, these
phonon-terminated lasers offered the attractive possibility of continu-
ous tuning over a broad wavelength range. Such continuous tunabil-
ity was demonstrated in MgF,:Ni by Johnson, Guggenheim, and R. A.
Thomas in 1966.2! The application of similar principles to liquids led
to the development of tunable dye lasers.??

2.2 Modes of Oscillation in the Laser Resonating System

In their seminal work, Schawlow and Townes realized that any
realistic laser resonator would have dimensions that were large com-
pared to the wavelength of light, and that it would be difficult to
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limit significant amplification to only one, or just a few modes.
Nevertheless, they envisioned the selection that has been adopted on
almost all lasers—using a gain medium that is long and narrow with
good reflectors at the ends and the sides left open. This leaves only
those few modes that propagate precisely back and forth between the
mirrors with low loss, and thus produce oscillations. All other modes
have much higher loss because of their eventual escape through the
sides of the open resonator structure. A. G. Fox and T. Li proposed
using a computer to simulate what would happen to a wave bouncing
back and forth between mirrors.23 Although a strictly analytical solu-
tion was not possible, they were able to obtain computer results that
showed that if energy was initially launched in the resonator in the
form of a uniform plane wave, higher-order mode components were
rapidly lost, and the field always stabilized on the lowest-order mode
representing a wave directed along the resonator axis. This wave had
a nearly planar phase front but had a field distribution that had a
maximum in the center and decreased to relatively low values at the
edges of the mirror. Thus, the energy losses at the edges were much
lower than for a uniform plane wave, and the resulting loss-per-
round-trip transit was an order of magnitude lower than the estimates
previously made.

At the same time, Boyd and J. P. Gordon were investigating a con-
focal interferometer for use as an optical resonator.?? They extended
the self-consistent field approach of Fox and Li by working on a
suggestion of W. D. Lewis that the modes of a confocal resonator
might be susceptible to analytic solution. They found that the modes
of a confocal resonator with rectangular mirrors could be described
approximately by Hermite-Gaussian functions. The simplicity of their
results made it easy to predict the cross section of the beam not only
within the resonator, but also as it was transmitted through the mir-
rors to points outside. These modes were shown to retain the same
Hermite-Gaussian intensity profile at every point along the path of
propagation. Thus, the modes of a confocal resonator can also be
considered to be the characteristic modes of propagation in free space.
The unique properties of the confocal resonator, which has the lowest
loss of all resonator geometries, are due to the periodic refocusing of
the diffracting wave at each mirror. These analytic studies were con-
tinued by Boyd and H. W. Kogelnik, who produced a more general
theory covering mirrors of unequal size and curvature.? They also
discovered that there were stable and unstable resonator classes
depending on the ratios of mirror curvatures and spacings. In stable
resonators bundles of light rays are periodically refocused, while in
unstable resonators light rays diverge.

These theoretical studies contributed to an improved understanding
of how the optical field intensities for the various modes are distrib-
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uted throughout a laser resonator. That these modes really exist was
confirmed when the first He-Ne laser that oscillated continuously was
made to operate with curved mirrors external to the glass envelope
containing the gain medium. The first pure-mode patterns were
observed by Kogelnik and Rigrod using a He-Ne laser with
Brewster-angle windows. [Fig. 5-6] By changing the mirror spacings
and curvatures, and adjusting their alignments, it was possible to
observe the mode patterns in detail, to measure combination tones
produced by the beating of different mode frequencies, and to deter-
mine the ranges of mirror spacings that permit or prevent oscillation.
The predictions of the theories in all details were well borne out.

TEMgo TEM;o TEM,,

TEMy, TEM,q TEM

TEMg, TEM;,

"o

TEM

TEM

21 33

Fig. 5-6. Modc patterns of coherent beams produced in a laser
oscillator. The photographs show the cross-scctional distributions
of light, first observed in a helium-ncon gas lascr.
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In the years that followed, the Hermite-Gaussian description of
resonator modes emerged as a simple but powerful tool for the
analysis of the propagation of laser beams through practical optical
systems. The techniques that were developed have since found
widespread use. Among them are the mode-matching procedures
described by Kogelnik, which are used to transform an incoming
laser beam into a beam with the properties required for a given opti-
cal system.”” Other examples are the simplification of the laws
governing the propagation of laser beams by the introduction of a
complex beam parameter that describes both the diameter and the
wavefront curvature of the beam, and the discovery of Kogelnik’s
ABCD law?® that provides a simple and unexpected relationship
between the laser beam parameters in any optical system and the
paraxial ray matrix of that system.

Most of our understanding of the behavior of laser beams and laser
resonators developed in the first half-dozen years after its advent. A
summary of this knowledge is given in the review article by Kogel-
nik and Li, which has become a standard text.??

2.3 Mode Locking and Pulse Generation

A typical laser consists of an optical resonator formed by two paral-
lel plate mirrors and contains a laser gain medium. The frequency
band over which laser oscillation can occur is determined by the fre-
quency region where the gain of the laser medium exceeds the reso-
nator losses. Often such an optical resonator can support many
modes within this oscillation band, and, therefore, the laser output
consists of radiation at a number of closely spaced frequencies. The
total output of such a laser as a function of time will depend on the
amplitudes, frequencies, and relative phases of all of these oscillating
modes. If nothing fixes these parameters, random fluctuations and
nonlinear effects in the laser medium will cause them to change with
time, and the output will vary correspondingly. If the oscillating
modes are forced to maintain equal frequency spacings with a fixed
phase relationship to each other, the output as a function of time will
vary in a well-defined manner. The laser is then said to be “mode-
locked” or “phase-locked.”

Although there were indications of mode locking in earlier studies,
the first paper to demonstrate clearly the fundamental properties of
mode locking was published in 1964 by L. E. Hargrove, R. L. Fork,
and M. A. Pollock.3? They obtained a continuous train of equally
spaced, short pulses from a He-Ne laser by mode locking with an
internal acoustic loss modulator, with the laser modes locked into a
condition of fixed-amplitude, equal-frequency spacing, and well-
defined phase relations. M. DiDomenico, following a suggestion by
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E. I. Gordon, completed an independent theoretical description of
mode locking by internal loss modulation at the resonator mode-
spacing frequency.3! Earlier, W. E. Lamb had described how the non-
linear properties of the laser medium could cause the modes of a laser
to lock with equal frequency spacing. This idea was later discussed
by M. H. Crowell for the case of many oscillating modes.32 Crowell’s
experiments with a 6328A He-Ne laser demonstrated the self-locking
of laser modes caused solely by the nonlinear behavior of the laser
medium. In 1967, a new mode-locking technique was proposed and
‘demonstrated by P. W. Smith, who showed that mode locking could
be obtained by moving one laser mirror at a constant velocity.3

Shortly thereafter, a new theory of self-locking based on the tran-
sient response of the laser medium. to the incident radiation was pro-
posed by Fox and Smith, and further developed by Smith.3* Fox and
coworkers demonstrated the first use of a section of laser medium
excited to the low-laser state as a saturable absorber to produce mode
locking.3® In 1968, Smith published the first demonstration of the
simultaneous locking of longitudinal and transverse laser modes. 3
Under these conditions, light energy is confined to a small region of
space and travels a zigzag path as it bounces back and forth in the
laser resonator.

By using a number of isotopes of cadmium in a He-Cd laser, W. T.
Silfvast and Smith demonstrated the inverse dependence of mode-
locked pulsewidth on laser bandwidth, and obtained a continuous
train of 120 psec pulses—-at the time, the shortest pulses available in a
mode-locked continuous-wave laser.?”

During 1970, interest developed in mode-locking, high-pressure,
transversely excited (TE) CQ; lasers. The first mode-locking experi-
ments were reported by O. R. Wood and coworkers.3 They obtained
nanosecond (nsec) pulses with 1 megawatt (MW) peak power. Later,
Smith and coworkers reported the first mode locking of a waveguide
CO;, laser.3® In 1971, P. K. Runge reported the use of a flowing dye as
a saturable absorber to mode lock a 63284 He-Ne laser.0

The broad molecular levels that permit the broad tunability of
organic-dye lasers provided a means of overcoming the bandwidth
limitation that restricted the generation of short optical pulses in con-
tinuous lasers. The first attempt at mode locking a continuous-wave
dye laser to generate ultrashort optical pulses was described by A.
Dienes, E. P. Ippen, and C. V. Shank using an active mode-locking
scheme in 1971.41 Synchronously pumped mode locking was reported
by Shank and Ippen in 1973.22 (See also section 1.6.3 of Chapter 6.)
These schemes produced pulses of the order of 50 psec. A dramatic
reduction in optical pulse width was achieved using the passive cw
mode-locking technique devised by Ippen, Shank, and Dienes.*> In
fact, the first optical pulses shorter than a picosecond were reported
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by Shank and Ippen in 1974.% (For more on this topic, see Chapter 6,
section 1.6.3 — “Subpicosecond Molecular Spectroscopy.”) A new
time-resolved spectroscopy has been developed with better than an
order-of-magnitude time resolution over the best achieved in other
systems. These techniques have been extensively applied to study
picosecond phenomena in semiconductors as well as chemical and
biological systems.

Ultrashort pulses are also produced in color center lasers by a tech-
nique called “synchronous mode locking.” Most of the mode-locking
experiments at Bell Labs have used a laser with FJ centers in the host
potassium fluoride (KF) crystal, tunable from about 1.23 um to 1.48
pm, and pumped with a Nd:YAG laser operating at 1.064 pm. The
KF-F; laser produced 300 million pulses per second, each 3 to 5 psec
wide.

The transit time of a pulse through a length of optical fiber
depends on the wavelength—this is the phenomenon of group velo-
city dispersion. In general, the effect of dispersion is to broaden
severely very short pulses upon transit through long fibers. How-
ever, in the silica glass fibers, there is one special wavelength, usually
near 1.3 um, where the dispersion disappears. (Conveniently, this
zero-dispersion point can be tailored to lie in a region of low
transmission loss.) By tuning the mode-locked KF laser to the zero-
dispersion wavelength, D. M. Bloom and coworkers were able to
directly demonstrate distortionless propagation of 5 psec pulses in
fibers several kilometers long.#® This important result indicated
directly the ultimate capacity of the fibers to transmit information at
very high rates.

2.4 Temporal Coherence of Laser Radiation

The laser has stimulated various theoretical models for the dynamic
behavior of quantum mechanical oscillators. These models are of
interest because they describe an instructive interface between quan-
tum and purely classical phenomena, and because they provide a
basis for calculating the intensity and phase fluctuations that make up
laser noise, as well as the higher-order correlation properties that are
part of a complete description of laser light. Representative of work
in this area is the intensity fluctuation calculation of D. E.
McCumber,*® the general quantum noise source model of the laser by
M. Lax,? and the treatment of a similar model by J. P. Gordon.#®

An important result is the calculation by Lax and M. Zwanziger
that predicted the full intensity fluctuation distribution for a laser
near threshold for arbitrary sampling time.*

Observations of laser noise behavior include the study by T. L.
Paoli and J. E. Ripper of spiking behavior arising directly from quan-
tum intensity fluctuations in semiconductor lasers.>
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III. LASERS FOR OPTICAL COMMUNICATION

The discovery of laser action in solid state and gaseous media
occurred at a time when the research activities on semiconductor p-n
junction devices were widespread. Therefore, it is not surprising that
these two fields were quickly combined to demonstrate laser action
resulting from the injection of a non-equilibrium electron population
across a p-n junction. Among the early proposals for a semiconductor
laser was one from France by P. Aigrain,”! one from the Soviet Union
by N. G. Basov, B. M. Yul, and Yu. M. Popov,52 and one from Bell
Labs by W. S. Boyle and D. G. Thomas.”® The stage was set for this
development when the concepts for stimulated emission in semicon-
ductors were clarified by M. G. A. Bernard and G. Duraffourg in
1961, and by the reports of highly efficient radiative recombination
of carriers in GaAs by J. I. Pankove and M. J. Massoulie of RCA®® and
R. J. Keyes and T. M. Quist of IBM.56 By the end of 1962, R. N. Hall
and coworkers, at General Electric,’”” N. Holonyak and S. F. Bevacqua,
also at General Electric,’® M. 1. Nathan and coworkers at IBM,*® and
Quist and coworkers at M.I.T.s Lincoln Laboratory60 had all observed
laser action at 77K by injecting electrons across a p-n junction in a
GaAs crystal. The resonant cavity was between two faces of the crys-
tal that were perpendicular to the junction plane.

Considerable excitement was generated by the demonstration of
laser action by electron injection because of the potential for very
simple pumping, and the extreme simplicity and small size of the
injection laser. The dimensions of this laser were about 25 um by 400
pm by 100 pum, and if the laser could be operated continuously, the
pumping current could be achieved with the application of 1.5 voits.
Unfortunately, a common and discouraging feature of all of the early
injection lasers was an extremely high threshold current density of
about 50,000 amps/cm? at room temperature (which is about 20 amps
for the cross-sectional area given above). Most studies were done at
liquid nitrogen temperature (77K), and the usual mode of operation
was with very short current pulses and low duty cycles (less than one
percent). Those early injection lasers have become known as homo-
structure lasers because they are composed of a single semiconducting
compound. The highest temperature at which a homostructure laser
has been operated continuously is 205K. This was achieved at Bell
Labs in 1967 by J. C. Dyment and L. A. D’Asaro.’ They carefully
heat-sinked a GaAs injection laser that had been fabricated in the
form of a narrow stripe only 12 um wide. However, it was clear that
the fundamental problem of the very high room temperature thresh-
old current density had to be solved before the injection laser could
become a useful device.
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3.1 The Heterojunction Semiconductor Laser

In late 1967, M. B. Panish and S. Sumski began studies of the phase
chemistry and liquid epitaxy of Al,Ga,_,As.®” At the same time Pan-
ish and I. Hayashi [Fig. 5-7] began studies of possible injection laser
structures incorporating one or more heterojunctions between GaAs
and Al,Ga;_,As. These semiconductors are a good choice for a high
quality heterojunction because they have the same crystal structure
and almost identical lattice parameters. Furthermore, the energy gap
of Al,Ga;-,As increases as x increases, while the refractive index
decreases as x increases. As a result, a structure consisting of a layer
of GaAs sandwiched between layers of n-type and p-type Al,Ga;_,As
is simultaneously an optical waveguide and a confinement region for
carriers injected into the GaAs layer. Panish and Hayashi called the
laser incorporating the sandwich structure a double heterostructure
(DH) injection laser. Since the major reasons for the high room-
temperature, threshold-current current density of homostructure
lasers had been the inability of the weak waveguide to confine and
efficiently use injected carriers, the DH laser, which did not suffer
from these defects, had a much lower threshold current density.
(Fig. 5-8]

By mid-1968, Hayashi, Panish, and coworkers had achieved room
temperature threshold current densities as low as 8600 amps/cm? with
an intermediate structure designated as a single heterostructure laser.
By June 1970, they achieved continuous room temperature lasing

Fig. 5-7. 1. Hayashi (left) and M. B. Panish discuss a scmiconductor
laser designed in 1970 that operates continuously at room temperature.
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Fig. 5-8. (A) Schemalic representation of a heterojunction laser, showing (a)
the band edges with forward bias, (b) refractive index changes, (¢) optical
field distribution, and (d) physical structure of a double heterostructure taser
diode. [Appl. Sol. State Sci.—Adv. Mat. Dev. Res. 4 (1974): 269]. (B)
Scanning clectron photomicrograph of the face of a channel substrate
heterostructure laser. Layers {c), (d), and (e) corrcspond to the double
heterostructure shown schematically in (A). Layer (a) is an insulator to
definc the stripe contact. Layer (b) pernits easier contact to a metallic layer
that will be added later. Note the addition of a channel in the substrate. This
provides the real refractive index guiding parallel to the planc of the tayers.
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with a DH laser that had a room temperature threshold current den-
sity of 1600 amps/cmz.63 Similar results were achieved in the Soviet
Union at almost exactly the same time.® Since that time a variety of
heterostructure lasers have been studied in order to achieve even
lower threshold current densities (to about 500 amps/cm? at room
temperature) and improved optical mode and electrical behavior. All
of the structures proposed for communications applications incor-
porate the original idea of R. A. Furnanage and D. K. Wilson to use a
narrow strip region to permit efficient heat sinking and low overall
current.® The simplest version of the strip, as proposed by Dyment
and D’Asaro is formed by proton bombardment of adjoining regions
to render them nonconducting.%®

As a result of the studies of heterostructure lasers and the almost
simultaneous development of extremely low-loss optical fibers, the
injection laser has become the prime choice as the optical source for
lightwave communications systems. For this reason extensive studies
have been made of the way that heterostructure lasers degrade. Of
primary importance was the observation by B. C. De Loach and
coworkers of the dark-line defect: a region of enhanced nonradiative
recombination that grew rapidly during laser operation and rapidly
increased the laser threshold current.®’

W. D. Johnston and B. I. Miller showed that the dark-line defect
could be generated by optical excitation of undoped double hetero-
structure material.%8 Studies by P. Petroff and R. L. Hartman, and by
D. V. Lang and L. C. Kimerling showed that the dark-line defects
were dislocation networks that grew from threading dislocations by
climb, driven by the energy released by the nonradiative recombina-
tion of minority carriers.

R. L. Hartman and A. R. Hartman showed that strain reduction was
the key to a vast reduction in this short-life degradation mechan-
ism.”? The remaining gradual degradation mechanisms have not been
fully elucidated, but by 1976, growth and fabrication processing had
been refined to the point where W. B. Joyce and coworkers were able
to report extrapolated room-temperature laser-lifetimes of one million
hours based upon elevated temperature tests.”!

3.2 Heterostructure Lasers and Optical Fibers

While numerous improvements were being made to GaAs double-
heterostructure lasers, interest began to grow in moving the
wavelength away from 0.87 um, at which the laser was oscillating, to
wavelengths where the newly developed optical fibers had their
lowest loss and minimum pulse dispersion. Among the materials
examined were the III-V ternary and quaternary mixed crystals with
combinations of aluminum, gallium, or indium on the sublattice of
atoms of valence III, and phosphorus, arsenic, or antimony on the
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sublattice of atoms of valence V. The first successful laser based on
one of these new materials was made by R. E. Nahory and Pollack in
197572 This laser consisted of a recombination layer of GaAs;_,Sb,,
and had a room temperature threshold of 2100 amps/cm?, much lower
than an earlier version developed in ]apan.73 Later in 1975, Nahory
and coworkers, using the proton bombardment-stripe geometry, suc-
ceeded in operating these lasers continuously at room temperature.”*
The thresholds were as low as those of comparable GaAs devices.
The operating laser wavelength ranged from 1.0 to 1.06 um, depend-
ing on the value of x. This first demonstration that complex, mixed
crystal systems could be used successfully in continuous room
temperature lasers was a strong stimulus for the investigation of other
materials. Only a few months later, workers at Lincoln Laboratory
reported a continuous Inl_xGaxAsyPl_y/InP laser,” and at RCA an
Inl_xGaxAs/Inl_yGayP laser’® was constructed.

In 1971, Kogelnik and Shank demonstrated a very compact mirror-
free laser structure that they named the distributed feedback (DFB)
laser.”” The DFB structure is compatible with integrated optics, and
helps to stabilize and purify the spectrum of the laser emission. DFB
structures are made by introducing high-resolutiori periodic varia-
tions of the effective refractive index into the laser medium. A typi-
cal example is a corrugation with a 1000A period of the active layer
of a semiconductor laser. Such a periodic structure provides the
required feedback for laser action through backward Bragg scattering.
The first demonstrations of stimulated emission in DFB structures
were made with dye laser media. These were soon followed by the
exploration of a considerable variety of DFB structures suitable for
semiconductor junction lasers at Bell Laboratories’® and elsewhere.

IV. LASERS FOR INDUSTRIAL APPLICATIONS - THE CO2 LASER

Prior to 1963, gas lasers were primarily low-power systems and the
laser community considered only the solid state lasers in the visible
and the near infrared for high-power application. But in 1963, C. K.
N. Patel [Fig. 5-9] discovered laser action in CO, on its vibrational-
rotational transitions near 10 pm under continuous-wave and pulsed
conditions.”® This discovery is significant because, unlike prior
schemes that utilized atomic energy levels for laser action, the CO,
laser used the molecular vibrational-rotational bands. From initial
calculations, Patel noted that molecular lasers operating on
vibrational-rotational transitions would be the key to gas lasers for
high-power applications. [Fig.5-10] In 1964 he introduced a
continuous-flow laser system and demonstrated that vibrational
energy transfer from N, to CO, was extraordinarily efficient.8? In
part, this is attributable to the very long lifetimes of the vibrationally

TCI Library: www.telephonecollectors.info



Quantum Electronics 169

Fig. 5-9. C. K. N. Patel standing near his CO, laser apparatus.

excited N, molecules that can be produced efficiently in an ordinary
nitrogen discharge and to the near coincidence of the relevant N, and
CO, vibrational energy levels. Patel found that at typical gas pres-
sures almost all of the vibrationally excited N, molecules can transfer
their energy to the CO, molecules. In the He-Ne case, the electronic
energy is exchanged. [Fig. 5-11] Laser action on vibrational-rotational
transitions of molecules is efficient because of the very rapid equili-
bration of the excitation energy of a vibrational state among its
closely spaced, but discrete, rotational levels. [Fig. 5-12] This leads to
a laser system where the optical gain and laser action can occur on a
large number of closely spaced transitions. Even though the optical
gain on any of the transitions is relatively small, the power output is
very high. Since all the vibrational level lifetimes are verv long
(compared with atomic laser systems), once a molecular gas laser
medium becomes excited, it can store enormous amounts of energies
that can be extracted in short-time pulses to give very high power
pulses. The CO, lasers, in continuous-wave as well as pulsed mode,
operate in the 9 um to 11 um region of the infrared. This is a spectral
region of great interest, even though the radiation is invisible to the
human eye, since the 8 um to 14 um spectral region constitutes a low
atmospheric loss window for laser transmission.

In 1965, Patel and his colleagues demonstrated that the CO, laser
was a very high continuous-wave power system by obtaining an out-
put of more than 200 watts (W), and an operating efficiency as high as
10 percent.81 Further work has focused on increasing the CO, laser
power output by using a variety of excitation mechanisms. By 1979
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Fig. 5-10. Energy-level diagrams of an atom and a molecule are
compared. In an atom (left), the electronic energy levels between
which infrared transitions can occur are situated near the atomic
ionization limit—far above the ground state of the atom. As a
result, the atom has to be excited to a very high energy to
produce laser action, which in turn results in the emission of a
photon with a comparatively small amount of energy.

the maximum continuous-wave power output for a CO, laser had
exceeded 100 kilowatts (kW) and the pulsed-power output exceeded
10?W, with single-pulse energy of more than 10,000 joules. The
applications of such high powers to communications, metal working
(cutting, welding, drilling, and so on), paper and cloth cutting, opti-
cal fiber drawing, laser induced fusion, high-resolution spectroscopy
in the infrared region, as high-power pump sources for obtaining
laser action in far infrared region by optical pumping (see section
5.3), isotope separation, laser surgery, and noncivilian (weapons) pur-
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Fig. 5-11. Addition of nitrogen gas to a carbon dioxide laser results in the selective
excitation of the carbon dioxide molecules to the upper laser level. Since nitrogen is
a diatomic molecule, it has only one degree of vibrational freedom; hence, one
vibrational quantum number (v} completely describes its vibrational energy levels.
Nitrogen molecules can be efficiently excited from the »=0 level to the »=1 level by
electron impact in a low-pressure nitrogen discharge. Since the energy of excitation
of the N,(v=1) molecule nearly equals the energy of excitation of the CO,(001)
molecule, an efficient transfer of vibrational energy takes place from the nitrogen to
the carbon dioxide in collisions between N,(»=1) molecules and CO,(000)
molecules. In such a collision the nitrogen molecule returns from the »=1 level to
its ground state by losing one quantum of its vibrational energy, thereby exciting the
carbon dioxide molecule from its ground state to the 001 level. The carbon dioxide
molecule can then radiatively decay to either the 100 level or the 020 level, in the
process emitting infrared light at 10.6 or 9.6 microns, respectively.

poses have all been explored vigorously. In the area of high-
resolution spectroscopy, the CO; and other molecular lasers (see sec-
tion 5.2) have proved to be the only sources in the 5 um-12 um
region. Their use in infrared spectroscopy has exceeded the use of
any other laser system for spectroscopic uses. In the area of laser sur-
gery, the CO; laser has become the laser of choice with some 20,000
operations performed by more than 1000 surgeons by 1981. Further,
each year newer applications of laser surgery have been forthcoming
with dozens of CO, laser surgery conferences held each year.

In the 19 years following the discovery of the CO; laser and the
demonstration of its high efficiency, about 3,000 technical papers and
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Fig. 5-12. Continuous-flow system was used by C. K. N. Patel to verify the hypothesis that a
carbon dioxide-nitrogen laser would be more efficient than a pure carbon dioxide laser. Strong
laser oscillation was obtained in this system on the vibrational-rotational transitions of carbon
dioxide even though no electric discharge was present in the interaction region, thereby
proving the effectiveness of using vibrationally excited nitrogen molecules for selective
excitation of carbon dioxide molecules to the upper laser level.

more than a dozen books were published on various aspects of CO,
lasers. Moreover, the CO; laser became one of the most commercially
useful laser systems in the world.

4.1 Yttrium Aluminum Garnet (YAG) Laser

In 1964, J. E. Geusic, H. M. Marcos, and L. G. Van Uitert showed
that neodymium-doped yttrium aluminum garnet (YAG) crystals
should have a lower threshold for laser action than solid state laser
systems previously investigated.82 One of the main advantages of this
system is the presence of pump bands revealed by absorption spec-
troscopy that are favorable for tungsten sources. Continuous opera-
tion of a Nd:YAG laser pumped at room temperature with a tungsten
lamp was achieved with a threshold (360W input power) about one-
fifth that for the CaWOQO, system. This laser has been further
developed, and has found wide use in the “smart weapons” of the
military, such as target designators, range finders, and target seekers.
Its use in industrial applications also is growing, and popular roles
for it include hole drilling and welding, particularly where close con-
trol is important.

V. OTHER LASER TYPES
5.1 Lasers Based on Atomic Transitions

The successful operation of the He-Ne laser was soon followed by
the discovery of many other lasers in the visible, infrared, and even
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the far infrared. Along with the new lasers came new principles of
operation. Early in 1962, Bennett and Patel independently demon-
strated that, due to direct inelastic impact excitations, gain was still
present for the 1.15 um neon-transition in He-Ne laser, even in the
absence of helium in the discharge.83 Later in 1962, Patel and
coworkers obtained laser action on a number of lines near 2 um using
direct electron excitation of the gure, neutral noble gases helium,
neon, argon, krypton, and xenon.®* By 1964, Patel and collaborators
had made neon lasers that operated in the middle and far infrared,
including one at 133 um.8® In the same year E. I. Gordon and E. F.
Labuda, in a joint publication with W. B. Bridges of the Hughes
Research Laboratories, announced continuous-wave laser action in the
visible from ionized argon, krypton, and xenon noble gases.86

Subsequent accomplishments in ion lasers were made in the area of
metal-vapor lasers. In the late 1960s, Silfvast?’ achieved
high-efficiency, continuous-wave oscillation in cadmium vapor at
0.4416 pum while he was at the University of Utah. Subsequently,
laser action at approximately fifty wavelengths in the visible in ion-
ized selenium was reported by Silfvast and M. B. Klein.888% This
laser, and others in lead, tin, and zinc, are based upon a new excita-
tion mechanism for gas lasers (Penning ionization), which Silfvast
proposed and verified in the He-Cd discharge.

In 1971, Silfvast and L. H. Szeto demonstrated a simplified design
for metal-vapor lasers that led to inexpensive construction and long-
lived operation of the He-Cd laser.’® This type of laser became the
second most reliable laser (in terms of operating lifetime) available at
the time. Ion lasers are used widely for a variety of research investi-
gations and industrial applications where blue or green light is desir-
able. They also have proved to be the most popular form for use in
entertainment applications such as light shows.

An early attemgt at an X-ray laser was made by M. A. Duguay and
P. M. Rentzepis.”! Their scheme called for the use of high-power
ultrashort X-ray pulses to create vacancies preferentially in the inner-
most electronic shells of an atom. The experimental difficulties
encountered when this approach was tried led E. J. McGuire and
Duguay to propose a photoionization scheme in alkali earth atoms
irradiated by laser fields tuned to specific transitions in the ion.’?
Although these experiments did not achieve their objectives, they
have paved the way for other, possibly more successful, work in this
important field.

5.2 Lasers Involving Vibrational-Rotational Molecular Transitions

Laser action on the vibrational-rotational transitions of molecules
other than CO, such as CO, N,O, and CS,, operating at different
wavelength regions, were also demonstrated by Patel and his
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colleagues.ge"96 The general nature of the efficiency of vibrational
energy transfer in N;-CO, N,-N,O, and N,-CS, lasers was established.

5.3 Optically Pumped Molecular Gas Lasers

Although of great scientific interest, the far infrared (FIR) region
(where A = 10 gm to 1000 um), lying between the traditional optics
region and the area of microwave technology, has always presented
great technical difficulty. The lack of radiation sources in this region
has been one of the chief reasons for this impediment. Black-body
radiation is very weak in this wavelength range and electron devices
used for microwave generation will not operate at the high frequen-
cies involved.

In 1970, T. Y. Chang and T. ]J. Bridges invented the FIR optically
pumped laser.”/%8 In this device an efficient gas discharge laser in the
near infrared, usually the CO, laser operating near 10 um, excites a
vibrational-rotational transition in a molecular gas contained in a
separate cavity. This excitation produces a population inversion in
the rotational levels of the vibrational states involved, and allows
laser action to take place, typically in the FIR region. The first
observed laser excitations were in methyl fluoride at 452, 496, and 541
pm. Both pulsed and continuous-wave operation were found to be
possible. With this lasing mechanism, there is a choice of a large
number of molecular lasing gases with no fear of decomposition,
since no electrical discharge is present. By 1979, about 1,000 FIR las-
ing lines had been reported in over 30 different molecular gases
spread over the spectral range from 30 um to 2,000 pm. %

5.4 Dye Lasers

Shortly after the achievement of laser action on atomic transitions,
it became apparent that a tunable laser would open up a whole new
vista of applications for coherent light, including the generation of
short optical pulses in continuously operated lasers. A number of
approaches were taken to develop a conveniently tunable laser. The
most successful approach in the visible region of the spectrum has
been the organic dye laser. Organic dyes are ideal systems for
achieving tunable laser action because stimulated emission takes place
between broad molecular levels rather than narrow atomic transitions
as in gas laser systems.

At Bell Labs, work on tunable dye lasers began with the use of a
pulsed nitrogen laser as a pump for a dye-laser system. In 1970, C. V.
Shank and coworkers used an excited-state complex (exciplex) molec-
ular system to achieve the broadest range of tunability ever observed
from a single molecule, with the emission ranging from the near
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ultraviolet to the yellow region of the visible spectrum.'% In 1972, a
continuously operated dye laser with highly improved efficiency was
reported by A. Dienes, E. P. Ippen, and Shank,!01 using a new,
folded, three-mirror configuration proposed by H. W. Kogelnik and
coworkers.192 In this configuration, which became used in most com-
mercial dye laser and color-center laser systems, astigmatic aberra-
tions caused by oblique folding angles were compensated by proper
dye cell design. Another significant improvement in continuous-
wave dye laser performance followed the invention of the free-
flowing jet stream by P. K. Runge and R. Rosenberg.!%® This system is
a dye-laser cell without windows and eliminates the degrading effects
of performance due to thermal heating of the dye material. The first
demonstration of such a laser was by Shank and coworkers in
1973.194 At the time of this writing the folded-mirror configuration
and free-flowing dye material are used in all commercial laser
systems.

5.5 Color-Center Lasers

While the organic dyes have provided a medium for tunable lasers
and the generation of short pulses in the visible spectrum, they are
not easily applied to longer wavelengths. L. F. Mollenauer and
collaborators have developed tunable color-center lasers as viable, and
in many ways unique, substitutes for dye lasers at the longer
wavelengths.w5 Color-center lasers have been used in high resolution
molecular spectroscopy, in the characterization of fiber and integrated
optic devices, in fundamental experiments on the propagation of very
short pulses in optical fibers, and in investigations into the basic
physics of semiconductors.

There are two distinct types of laser-active color centers. Both are
based on electrons trapped at halide ion vacancies in an optically pol-
ished slab of alkali halide crystal, such as NaCl. Centers involving a
single vacancy associated with an impurity alkali ion are known as Fy
centers. (The F is from the German “Farbe,” meaning color.) Pulsed,
non-tunable laser action with F(Li) centers in KCl was first demon-
strated in 1965 by B. Fritz and E. Menke of the Physikalische Institut
der Technische Hochschule, Stuttgart.!®® The Fa-center lasers
developed at Bell Labs in 1973 are tunable from about 2.2 um to 3.3
pm. The more powerful F5-center lasers, developed in the late 1970s,
have a pair of adjacent vacancies sharing a single electron. This
center can be created, usually by radiation damage, in just about any
alkali halide host. Using various hosts, a tuning range of 0.82 um to
2.5 um has been observed.

Like their dye laser counterparts, the color-center lasers are excited,
or “pumped,” with light from another (but fixed-frequency) laser.
When the excited crystal is placed in a tuned optical resonator, its
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broad, spontaneous emission is suppressed, and most of the light
emerges as a laser beam at the wavelength of the resonator. Tuning
is usually accomplished with either a diffraction grating or a prism.

VI. LASERS IN PHYSICAL RESEARCH
6.1 High - Resolution Spectroscopy

Optical experiments conducted after the introduction of the laser
taught a great deal about the nature of light. The early experiments
of D. F. Nelson and coworkers were the first to establish clearly the
spatial coherence of laser radiation.!?’ Several fundamental contribu-
tions to optics were made at a time when questions of optical coher-
ence had not yet been widely discussed and were still not completely
understood. Among these experiments were the beating of helium-
neon laser light from two adjacent resonator modes by A. Javan, E. A,
Ballik, and W. L. Bond,'%® the demonstration of laser-light granularity
by J. D. Rigden and E. I. Gordon,'? the observation of spectral-line
splitting from microwave modulation of laser light by I. P. Kami-
now,}1% and the achievement of phase locking of two independent
optical sources by L. H. Enloe and J. H. Rodda.!}!

The Lamb dip in laser power output, observed as a single axial
mode- of oscillation is tuned through the center of a Doppler-
broadened line, was first observed by R. A. McFarlane, W. R. Bennett,
and W. E. Lamb.}1? The Lamb dip has become of considerable value
in laser frequency stabilization. Also accompanying the development
of new lasers during this early period was the accumulation of much
detailed information on radiative lifetimes, collision cross sections,
transition probabilities, and other basic parameters of neutral and ion-
ized rare gases.

Studies of argon io:1 lasers, first operated continuously by Gordon,
Labuda, and Bridges, improved the understanding of the mechanism
of inversion in ion lasers. Gordon and coworkers determined gain,
electron density, and level populations under continuous-wave condi-
tions and showed the importance of multiple-step, electron-impact
excitation of argon ions.!13

During the early 1960s, extensive effort was devoted to studies of
the optical properties of ions in solids. Motivated in part by the
discovery of solid state laser action, this work led to a wealth of new
spectroscopic data and line assignments and produced numerous
studies of fluorescence efficiencies, line broadening mechanisms,
energy exchange in crystals with high doping concentrations, Stark
and Zeeman effects, charge compensation of doped ions, and other
related subjects. One example was the study of the mechanism of
line broadening of the ruby R lines by D. E. McCumber and M. D.
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Sturge.!!* This work established the dominant contributions to the
linewidth from phonon Raman scattering and from crystal inhomo-
geneities at temperatures above and below 77K, respectively. Nelson
and Sturge studied absorption and emission of the R lines of ruby,
and verified the principle of detailed balance, the only precise
verification ever made in a solid.!'®

6.1.1 Two-Photon Spectroscopy

In 1970, L. S. Vasilenko and coworkers in the Soviet Union dis-
cussed theoretically a simple technique for obtaining Doppler-free
two-photon spectra from gases.116 Their basic idea was to use two
laser beams of equal frequency propagating in opposite directions.
For such a case, the Doppler shift of one beam is equal, but of oppo-
site sign, to the Doppler shift of the opposing beam. The sum fre-
quency is independent of the velocity of atoms and Doppler effects
are eliminated. It was not until 1974 that appropriate dye lasers
became available so that Doppler-free, two-photon spectroscopy could
be experimentally demonstrated. At about this time, work on high-
resolution two-photon spectroscopy at Bell Labs was undertaken by J.
E. Bjorkholm and P. F. Liao. In most of their work they used two
precisely tunable, single-mode, continuous-wave dye lasers and cells
filled with sodium vapor.

Two-photon absorption obtained with equal frequency laser beams
is usually very weak because the required laser frequency may be far
from the frequency of a resonance transition of the atom. Bjorkholm
and Liao demonstrated that at the price of slightly increased
linewidth, two-photon absorption could be enormously enhanced by
using two lasers of different frequencies.!!” Strong resonant enhance-
ment of the absorption occurs when one of the lasers is tuned near
the frequency of a resonance transition. Since »; # v,, the Doppler
broadening is not totally eliminated; however, in most cases the
residual effect is small since (v, — vp) << (v; + v,). In sodium, residual
Doppler-broadening near resonance amounts to less than 30 MHz,
whereas the width of the Doppler-broadened transition is 3.4 GHz.
For tunings outside the Doppler width of the resonance transition,
the absorption could be enhanced by up to a factor of 10°.

Shortly thereafter, Liao and Bjorkholm experimentally demon-
strated that optically induced shifts of atomic energy levels can be
very significant in two-photon spectroscopy.118 In their experiments,
ac Stark effect shifts exceeding 1 GHz were observed. With the use of
an atomic beam of sodium, they also demonstrated experimentally the
appearance of ac Stark splitting in two-photon spectra.!1?

Theoretical and experimental studies of two-photon resonant
enhancement were extended to the case where one laser frequency
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was inside a Doppler-broadened resonance transition.120 By tuning

one laser onto resonance, Liao and Bjorkholm demonstrated two-
photon absorption 6 x 10° larger than that obtained with equal fre-
quency lasers. Moreover, when one laser was tuned within the
Doppler-width of the resonance transition, totally Doppler-free sig-
nals were once again obtained.

Using the strong, Doppler-free absorption obtained with this tech-
nique (called two-photon spectroscopy with a resonant intermediate
state), Liao and Bjorkholm observed the “forbidden” (and conse-
quently, extremely weak) 35S — 4F transition in sodium.!?! This
yielded the first measurement of the 4F state fine-structure splitting;
it also showed that, in contrast to the D states of sodium, the 4F level
is not inverted. The results helped to demonstrate that the F states of
sodium were essentially hydrogenic.

Since the first observation of photon echoes in 1964,12 lasers have
been widely used to observe coherent optical transient effects. Most
of these observations were made using single-photon resonances. In
collaboration with J. P. Gordon, Liao and Bjorkholm made one of the
first observations of optical transients associated with a two-photon
transition and explained theoretically the observed two-photon opti-
cal free-induction decay.123 Liao, N. Economu, and R. R. Freeman
used the Doppler-free character of two-photon coherent states to
make high-resolution measurements of atomic linewidth, and demon-
strated that such measurements could be made with simple broad-
band lasers.!?4

6.2 Raman and Brillouin Scattering

From the first demonstration of laser action in 1960, it was clear to
some that the laser’s high intensity, collimation, and monochromati-
city would make it relatively simple to perform high-precision spec-
troscopy in a way that was impossible utilizing prelaser techniques.

The advent of the continuous-wave He-Ne laser, the argon ion
laser, and subsequently tunable coherent light sources further stimu-
lated research in the area of Raman and Brillouin light scattering that
resulted in many contributions to the understanding of the physics of
solids, liquids, and gases. These investigations included studies of
inelastic scattering by molecular vibrations, optical and acoustical
phonons, magnons, plasmons, polaritons, and other collective excita-
tions.

Laser Raman spectroscopy was pioneered and exploited by S. P. S.
Porto. In 1961, Porto, together with D. L. Wood, carried out the first
Raman experiment using a laser—their ruby laser fired three times a
minute.’?® This was soon followed by the first demonstration of the
utility of a continuously operating laser as a Raman source, reported
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by Kogelnik and Porto using a red He-Ne laser.!?® In Brillouin
scattering, which is based on the elasto-optic effect, theoretical work
by Nelson and M. Lax led to the prediction that a rotation of volume
element in a birefringent crystal produces effects comparable to
strain.!?’ This prediction was verified experimentally in magnitude
and symmetry by Nelson and P. D. Lazay using rutile crystals.!?® The
research served to point out the shortcoming in using strain as the
independent variable in characterizing elastic deformation in elasto-
optic effect experiments of previous workers.

6.2.1 Alkali Halides and Semiconductors

In 1965, J]. M. Worlock and Porto made the first use of resonance
enhancement in the Raman effect to observe scattering from color-
center impurities in alkali halides.!? Subsequently, Porto, B. Tell, and
T. C. Damen found even more dramatic resonance effects in cadmium
sulfide, manifested by as many as eighth-order phonon replicas in the
Raman spectrum.130 Since then, resonant Raman and Brillouin scatter-
ing have been widely employed to probe electron-phonon interac-
tions in semiconductors, insulators, and macromolecules.

In 1967, G. B. Wright and A. Mooradian of Lincoln Laboratory
reported spontaneous light scattering from plasmon-phonen excita-
tions.13! Patel and R. E. Slusher,13? Tell and R. J. Martin,!®® and J. F.
Scott and coworkers!3* examined related phenomena in both III-V
and II-VI semiconductors. Worlock and collaborators used light
scattering to determine the size as well as the growth, decay, and spa-
tial distribution of transient electron-hole droplets produced in cold
semiconductors by pulsed-laser radiation.!3® J. Doehler, J. C. V. Mat-
tos, and Worlock were also able to measure droplet velocities by
laser-Doppler velocimetry.136

6.2.2 Spin Waves

In 1965, inelastic light scattering from spin waves (or magnons) in
magnetically ordered solids was discovered. The original experi-
ments in MnF; and FeF; by P. A. Fleury and coworkers revealed not
only the theoretically predicted one-magnon process, but an addi-
tional process caused by magnon pairs.!” Theoretical analysis by
Fleury and R. Loudon showed that a combination of these effects car-
ried all the information necessary to specify the spin Hamiltonian
because both Brillouin zone-center and zone-boundary magnon ener-
gies could be measured by one-magnon and two-magnon scattering,
respectively.!3® Refinements of this theory led to predictions and
observations of magnon-magnon interaction effects and of the
differing influences of long- and short-range magnetic order on the
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light scattering spectrum.!3? During the 1970s, light scattering
became established as a quantitative technique to probe spin dynam-
ics in both transparent and opaque magnetic materials.

6.2.3 Phase Transitions

Light scattering has had the largest impact in the study of phase
transitions. Several early experiments in this area were carried out at
Bell Labs. The first light scattering observations of soft-mode
behavior were made in KTaO; and SrTiO; by Fleury and Worlock.!4?
They devised an electric field modulation technique to obviate the
selection rules that forbid Raman activity in the paraelectric phase of
such high-symmetry materials. These experiments also revealed that
soft-mode frequencies could be tuned appreciably with application of
modest fields, and that phonon-phonon interaction effects could be
enhanced and controlled in the same way.!*! Subsequently, Kaminow
carefully detailed the soft-mode behavior in the ferroelectrics KDP
and LiTaO3.142 DiDomenico, Porto, and S. H. Wemple reported mode
softening in BaTiO5;.!4 During the following decade, researchers
around the world applied light scattering to the study of structural
transitions, making it probably the most widely used technique to
probe phase transition dynamics. Many of these generalized Raman
processes were made observable by the development of the double-
grating spectrometers. Porto and his colleagues in industry were the
catalysts for this development.

Starting in the early 1970s, researchers at Bell Labs perfected new
instrumentation that permitted ever higher resolution and contrast so
that very weak scattering features such as interacting soft modes and
dynamic central peaks could be followed right through the critical
temperature. The use of a single-mode argon laser tuned precisely to
the frequency corresponding to a strong and narrow absorption line
in molecular iodine vapor permitted stray light rejection by more
than seven orders of magnitude.!4* Development of computer-assisted
normalization techniques permitted quantitative recovery of the most
subtle lineshape behavior in quite demanding quasielastic light-
scattering spectra.145 These advances allowed a host of previously
inaccessible phenomena in structural phase transitions, glasses, and
surface wave excitations on metals to be studied by laser light
scattering.146

6.2.4 Polaritons

In 1965, C. H. Henry and J. J. Hopfield used Raman techniques to
observe the spontaneous Raman scattering in GaP by polaritons, an
excitation of a mixed photon-phonon nature characteristic of all
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infrared active modes.!*” By measuring the energy shift of the scat-
tered light versus scattering angle, Henry and Hopfield were able to
plot the polariton dispersion curve (energy versus momentum). This
data demonstrated clearly that as momentum increases, the polariton
changes from a photon to an optical phonon.

An important outgrowth of this experiment was a study by W. L.
Faust and Henry in 1966 of frequency mixing of visible and infrared
laser light in GaP.!48 Frequency mixing can be viewed as driving the
polariton mode at the difference of the two applied laser frequencies
through a nonlinear interaction. This result enabled Nelson and E.
H. Turner to determine the absolute sign of the nonlinear coefficient
for GaP!” and served as the basis for all subsequent absolute sign
determinations of nonlinear coefficients.

6.3 Coherent Optical Effects

Coherent resonant interaction of laser light with atoms and
molecules leads to nonlinear propagation phenomena. Analogous to
echo and other transient behavior in nuclear magnetic resonance,
these effects provide information on relaxation times and the interac-
tion of the resonant absorbers with their environment. This informa-
tion is valuable in studies of molecular and atomic collision processes.
Coherent optical effects are observed in laser-light pulse propagation
when the pulse field is sufficiently high to drive the atomic dipoles
through a substantial angle during the pulse duration, and when the
inverse pulse duration is large compared to both the radiative decay
rate and the homogeneous linewidth. Self-induced transparency
occurs when the laser pulse drives the atomic dipoles through an
angle of 360 degrees, thus absorbing and reradiating the incident 27
pulse. The phenomena of self-induced transparency (SIT) was
predicted and observed in 1969 by S. L. McCall and E. L. Hahn at the
University of California at Berkeley.150 Patel and Slusher at Bell Labs
observed in 1967 and 1970 the delay, pulse sharpening, and absence
of attenuation characteristic of SIT in the propagation of CO; laser
pulses through SFe.1>! In this same system, in 1970, P. K. Cheo and C.
H. Wang observed optical free induction decay and edge echo effects
with rectangular optical pulses.!>?

6.3.1 Self-Induced Transparency

Although McCall and Hahn at Berkeley, and Patel and Slusher at
Bell Labs, had demonstrated nonlinear transmission and delays,
Slusher and H. M. Gibbs were the first to see breakup and peaking
and significant pulse compression characteristics of SIT and to make a
careful comparison of SIT theory with experimental data from a
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well-defined system.!® Also, pulses were slowed down to as little as
1/1000 times the speed of light and were drastically reshaped. G. J.
Salamo, together with Gibbs, McCall, and C. C. Churchill, studied the
effects of degeneracies on SIT and found them much less destructive
than expected.!> Other interesting observations include SIT on-
resonance self-focusing and collisions of SIT pulses.

The SIT reshaping features are of potential technical importance in
the processing of information pulses. The nonlinear transmission
feature would provide an optical discriminator to separate large sig-
nal pulses from small noise pulses in optical repeaters. SIT permits
nanosecond delays in millimeter lengths, as compared with meter
lengths in vacuum. Integrated optics delay lines, pulse compression,
and peak amplification may prove to be useful in multiplexing.

The importance of the 7 pulse in quantum oscillators is illustrated
by the tendency for certain mode-locked lasers to favor oscillation in
the form of a = pulse shuttling back and forth in the resonator, as has
been noted by A. G. Fox and P. W. Smith.!5>

6.3.2 Photon Echoes

The first coherent optical effect, the photon echo, was reported in
ruby by N. A. Kurnit, I. D. Abella, and S. R. Hartmann of Columbia
University in 1964.1%¢ The resonant atoms are coherently excited by
one pulse; after a delay time, a second pulse effectively reverses the
time so that atoms that had been oscillating the fastest and were
ahead in phase are now behind in phase. After the second pulse, all
of the dipoles are again in phase, and a burst of light, the echo, is
emitted in the direction of the first of two pulses. By measuring the
echo intensity as the delay time is changed, it is possible to determine
the rate of relaxation of the macroscopic dipole moment or the polari-
zation excited by the first pulse.

Patel and Slusher extended the photon echo technique to gases by
using CO, laser pulses to study the dephasing of SF¢ vibrational
transitions by collisions with SF¢ and foreign gases.157 Hahn, N. S.
Shiren, and McCall pointed out the strong changes in photon echoes
that occur when the absorption is high and SIT effects are impor-
tant.’% In 1976, B. Golding and J. E. Graebner observed phonon
echoes in glass, which surprisingly has two-level tunneling states at
0.02K.1>° They also succeeded in observing microwave photon echoes
in amorphous polymers, showing that the tunneling states exist in
polymers as well as glasses and other amorphous systems, thus open-
ing a new route to the study of polymer dynamics.160 P. Hu and S.
Geschwind have used two-photon, or Raman excitation, to produce
Raman echoes between two states of CdS not coupled by a one-
photon transition; consequently, the echo does not radiate itself, and
a Raman process must be used to observe it.!¢!
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6.3.3 Nonlinear Transmission and Optical Bistability

Optical Dbistability with continuous-wave coherent light, a
phenomenon of great device potential, was predicted by McCall in
1974.162 Such a two-state device might consist of a Fabry-Perot inter--
ferometer containing a nonlinear medium. The two-mirror optical
cavity transmits very little light unless the mirrors are separated by
an integral number of wavelengths of the incident light, in which
case the transmission is very high. The nonlinear medium can intro-
duce an effective change in plate separation, making the transmission
very low at low intensities. At high-enough intensities, the effect of
the medium can be removed by its nonlinear interaction with the
incident light, and the cavity transmits almost completely. A prop-
erty of a Fabry-Perot cavity is that energy is stored inside the cavity.
The intensity inside a transmitting cavity can be 100 times higher
than the incident and transmitted intensities. Consequently, once the
cavity is switched on, it can continue to transmit far lower input
intensities than were required to turn it on. This hysteresis charac-
teristic of the transmitted versus incident light is known as optical
bistability. It was first demonstrated in 1976 by Gibbs, McCall, and T.
N. C. Venkatesan in sodium vapor.163 It was also observed in room
temperature ruby by Venkatesan and McCall.!® In 1979, Gibbs,
McCall, and coworkers have demonstrated optical bistability in GaAs
using a molecular beam epitaxial sandwich only 5 um thick.1

Bistable optical devices have also been developed using a hybrid
configuration in which the nonlinearity is produced by an electro-
optic modulator within the Fabry-Perot resonator. The modulator is
driven by the electrical signal from a detector that samples the output
light. The advantage of such a hybrid device is that the artificial
nonlinearity created with the detector-electro-optic modulator combi-
nation can be far larger than the intrinsic nonlinearities of optical
materials. Thus, devices requiring only nanowatts of optical power
can be made.

The first hybrid bistable optical device was demonstrated by Smith
and Turner at Bell Labs in 1976.1%6 In the years following, rapid prog-
ress was made both in terms of demonstrating a variety of useful
operating characteristics,'®” and in developing integrated optical ver-
sions that are capable of switching with light energies of less than
one picojoule.168169

An optical bistable device could be used as an optical memory ele-
ment. In addition to bistability, other characteristics may be observed
by adjusting the detunings between the laser, the resonant transition,
the cavity, and the number of nonlinear atoms. Small modulations of
the incident beam can be amplified; that is, some of the dc input
intensity is converted to ac output intensity. Thus, with only optical
inputs into a passive device, it is possible to obtain the optical analog
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of the electron tube or transistor amplifiers. Under other conditions,
the device functions as an optical clipper, discriminator, or limiter.
Under special cases, the device undergoes regenerative pulsations and
converts continuous-wave laser power into a train of light pulses.!”°

6.3.4 Other Coherent Interactions

Coherent light from a laser was used by H. M. Gibbs at Bell Labs to
demonstrate optical precession in which the electric dipole moments
of the atoms are alternately excited and de-excited by the coherent
pulse.l’! The coherence of the light is crucial to the production of
coherent effects. In superfluorescence, a two-level system is initially
completely in its upper state, so no macroscopic polarization or coher-
ence exists. With special geometries, such as a long, thin cylinder,
the decaying atoms become correlated through their common radia-
tion field, resulting in coherent emission. Q. H. F. Vrehen, H. M. J.
Hikspoors, and Gibbs observed beats demonstrating coherence
between two such near-frequency superfluorescence pulses.!”? Their
studies also showed that under certain conditions, the emission occurs
in one coherent pulse rather than in a series of pulses of decreasing
intensity.173

The research of Bell Laboratories scientists on the nonlinear
interactions of coherent light with atoms and molecules has not only
made important contributions to techniques for studying physical
properties of matter, but has also greatly advanced our understanding
of optical propagation of short, intense pulses and of optical
switching—two fields of interest to the emerging technology of
lightwave communications.

6.4 Radiation Pressure and Optical Levitation

Stable optical trapping and manipulation of small particles by the
forces of radiation pressure from lasers was discovered by A. Ashkin
in the early 1970s. It was shown that optical beam configurations
exist that can be used to trap and manipulate dielectric particles in
various media such as liquid,174 air,”% and vacuum.”® This type of
trapping is called optical levitation when the light traps particles in
opposition to the force of gravity.!”” Optically levitated particles can
serve as sensitive probes of electric, diamagnetic, and optical forces.
It is useful with dielectric particles in the 1-um to 100-um range in
those fields of physics where small particles play an important role,
such as light scattering,!”® cloud physics,!”? and laser fusion.!8? Stud-
ies of optical levitation led to the discovery by Ashkin and J. M.
Dziedzic of extremely sharp dielectric surface wave resonances of
dielectric spheres.181 These surface wave resonances were subse-
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quently shown to be in agreement with scattering theory182 and can
be used to measure the average radius of micron-sized spheres with
an accuracy of 1 part in 10° to 10%, which is better than previous opti-
cal size measurements by at least a factor of 10% to 10°. Levitation
techniques were also used in the discovery of a new nonlinear pho-
toelectric effect.!8% Support of the hollow-shell type laser fusion tar-
gets has been demonstrated.!84

Radiation pressure from lasers can also be used to manipulate and
possibly trap neutral atoms. There are two basic forces acting on
atoms—the resonance radiation pressure forces that are large near an
atomic resonance. The first is the spontaneous scattering force, and
the second is the dipole force. The use of the scattering force for
atomic beam deflection and for exerting significant pressure on
atomic vapors was first proposed by Ashkin in 1970.185 This force has
since been observed by Bjorkholm, Ashkin, and D. B. Pearson.!®¢ In
1978, the dipole force was directly observed for the first time by
Bjorkholm and coworkers in an atomic beam trapping experiment in
which a beam of neutral atoms was trapped within the high intensity
region of a light beam.!®” The same force can be used to focus or
defocus a neutral atomic beam when the laser light is tuned below or
above the atomic resonance, respectively. Increases of the on-axis
atomic beam intensity as large as a factor of 30 and decreases to less
than 107 have been experimentally demonstrated. It has also been
shown experimentally that the minimum spot size to which an atomic
beam can be focused is limited by the quantum fluctuations that are
inherent in resonance-radiation pressure.188 These fluctuations exist
because of the quantized nature of light and have been discussed in
detail theoretically.189 Because the resonance-radiation pressure forces
are highly frequency-selective, new ways to optically separate iso-
topes become apparent. The use of light pressure from lasers to
stably trap and cool atoms in a small localized region of a light beam
at temperatures as low as 107°K to 107*K has recently been pro-
posed!®® and analyzed theoretically.!%!

The work on the dynamics of particles moving under the influence
of light pressure forces not only provides a new way of studying the
basic interaction of light with neutral matter, but also gives a new
means of optical manipulation and trapping of small particles that
should continue to find new and unusual experimental uses.

VII. NONLINEAR OPTICS

One of the most active fields to develop from laser studies has been
nonlinear optics (NLO). The subject of increasing emphasis at Bell
Labs since its inception in 1961, nonlinear optics has had an impact
on a number of areas of solid state physics, photochemistry, and elec-
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tromagnetic propagation, as well as on tunable light sources and opti-
cal technology. The earliest observation of an NLO effect at Bell
Labs, in 1961, was the generation of blue fluorescence in Eu?*-doped
CaF, by simultaneous two-photon absorption from ruby laser light.
In this observation of two-photon fluorescence, W. Kaiser and C. G. B.
Garrett!®? found the measured Eu?* cross section for this process con-
sistent with estimates obtained by D. A. Kleinman.!®®> Two-photon
and the related three-photon fluorescence processes that produce
displays with brightness proportional to the square and cube of the
incident light intensity were introduced in 1967 by J. A. Giordmaine
and coworkers.!%* This technique has been widely used in measure-
ments of the duration of picosecond light pulses by intensity correla-
tion. The correlation method was used by M. A. Duguay in 1971 to
photograph ultrashort light pulses in flight.!*® [Fig. 5-13]

7.1 Second Harmonic Generation

Efficient optical second harmonic generation (SHG), unlike two-
photon absorption, requires the satisfaction of precise phase matching
conditions on the refractive index of the fundamental frequency and
its second harmonic. Experiments by Giordmaine in 1962 demon-
strated the concept of optical birefringent phase matching.!®® This
method provides greatly increased efficiency for second harmonic
generation by matching the velocities of the incident and harmonic
light. These experiments were followed by a general theory by
Kleinman, delmeatmg the nonlinear interaction of plane waves in
birefringent crystals. 7 Subsequent experlments by Ashkin, Boyd,
and Dziedzic,1% by Boyd and coworkers,*? and theory by Boyd and
Kleinman2% resulted in a detailed understanding of the interaction of
Gaussian light waves as well as the conditions for optimization of
SHG and parametric interactions in focused beams. The strong
dependence of efficient SHG on optical dispersion and birefringence
imposes severe requirements on crystal perfection and uniformity.
The nature of this dependence has been described by F. R. Nash and
coworkers.?’l The successful search for better NLO crystals and
improved understanding of nonlinear wave interactions made it pos-
sible for J. E. Geusic and coworkers to demonstrate a useful 1-watt,
continuous-wave, green-light source based on conversion of 1.06 um
laser light to the harmonic at 0.53 um with 100 percent efficiency. 202

The sensitivity of SHG to the optical dispersion and birefringence,
which are usually poorly known in new materials, can lead to
difficulties in even approximate measurements of the nonlinear sus-
ceptibilities. S. K. Kurtz and J. Jerphagnon have shown how to over-
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Fig. 5-13. Stop-motion photograph of an ultrashort pulse of
light (bullet shape) in flight. The light bullet was moving
from right to left through a cell containing mitky water.
Despite the tremendous shutter speed (10 picoseconds) the
light bullet is somewhat blurred, obscuring a substructure
known to be present in the pulse. Scale in millimeters.

come many of these problems in measurements with crystal plate-
lets.2% In addition, Kurtz has introduced a useful method for estimat-
ing susceptibilities of power sarrlples‘204

SHG by individual molecules, or double-quantum light scattering,
has been discussed by R. Bersohn, Y.-H. Pao, and H. L. Frisch.2®
Their work delineates the relative contribution of both coherent and
incoherent scattering processes to this rather weak nonlinear effect.
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7.1.1 Nonlinear Optical Materials

Advances in physical understanding and demonstrations of new
phenomena in nonlinear optics have largely been dependent on the
discovery and synthesis of materials with large nonlinear optical
coefficients and other essential optical properties. The first successful
phase-matchable material, KDP, discovered by Giordmaine, was cru-
cial to early experiments.206 This was followed by the discovery of
LiNbO; by Boyd and coworkers, which was an order of magnitude
larger in nonlinear coefficient and led to the first optical parametric
oscillator.??” (See also Section 7.2 in Chapter 16). Measurements of
the nonlinear properties of III-V and II-VI binary semiconductors
have been crucial for a basic understanding of the mechanism of non-
linear optical susceptibilities. These and other measurements have
been summarized by Kurtz.2®® High nonlinearity and optical aniso-
tropy were also found in ternary compounds such as the chalcopyrite
semiconductors by G. D. Boyd and coworkers.???

C. K. N. Patel’s discovery of efficient SHG at 10.6 pm in tellurium
using the high-power CO, laser made possible the investigation of
nonlinear properties of a large number of solids that are opaque in
the visible region.210 Tellurium is the material with the largest
known nonlinear optical coefficient in a phase-matchable system.
These studies were subsequently extended to longer wavelengths by
D. A. McArthur and R. A. McFarlane.?!! The nonlinear optics studies
in the infrared also led to novel schemes of phase matching in
materials that do not possess natural birefringence. These novel
phase-matching techniques include reflection phase matching and the
use of plasma dispersion.?!?

Early observations of the nonlinear optical properties of organic
compounds were reported by P. M. Rentzepis and Pao?!3 and by Jer-
phagnon.214 B. F. Levine and C. G. Bethea measured an extensive
series of organic molecules and elucidated the importance of bond
conjugation and intramolecular charge transfer in producing large
nonlinearities.?!> They found organic materials with nonlinearity an
order of magnitude larger than LiNbOj;. Organic compounds will
undoubtedly become more important for future nonlinear optical
devices because the molecules can be engineered to optimize perfor-
mance in ways not possible with inorganic compounds.

7.1.2 Theories of Nonlinear Optical Susceptibility

A number of theories of the nonlinear susceptibility of inorganic
crystals have made available increasingly precise predictions of non-
linear dielectric properties. Kleinman provided important early
insights on the form of the nonlinear susceptibility tensor that relates
nonlinear polarization to the square of the electric field.?!® R. C.
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Miller established the scaling of the nonlinear susceptibility with
respect to the linear dielectric constant.”1” Miller’s rule has proved to
be a particularly valuable guide in the search for new nonlinear opti-
cal materials. Garrett and F. N. H. Robinson were able to provide a
physical basis for Miller’s rule and useful estimates of optical non-
linearity in terms of an anharmonic oscillator model.?!® This resulted
in a unified phenomenological description of numerous aspects of
infrared nonlinear behavior, Raman scattering, the electro-optic effect,
and pyroelectricity.

J. C. Phillips” dielectric theory of electronegativity and ionicity has
provided a basic new approach to understanding optical nonlinear
response.?!? This theory connects quantitatively the optical properties
of binary crystals to parameters describing fractional ionicity and
covalency. Levine®?? has shown how to apply the theories of Phillips
and of J. A. Van Vechten??! to relate the nonlinear susceptibility to
the linear refractive index. A novel aspect of Levine’s theory is the
central role played by the bond charge. The linear and nonlinear
dielectric responses are expressed wholly in terms of the dynamic
response of bond charges. Levine has also been able to extend the
Phillips-Van Vechten approach to ternary and more complicated com-
pounds. Values of nonlinear susceptibilities measured in various
laboratories are in good agreement with the values predicted from
linear dielectric properties on the basis of Levine’s model. Miller and
W. A. Nordland used laser interference techniques to find unexpected
sign changes among the nonlinear susceptibility coefficients of vari-
ous crystals.???> Their discovery turned out to be an essential clue in
completing the model. It is now recognized that the optical non-
linearity in binary crystals arises from two sources—difference in
electronegativity and the difference in ionic radius of the atomic con-
stituents. Contributions from the two sources have opposite signs,
accounting, for example, for the relatively small nonlinearity of
beryllium oxide.

An alternative approach to calculating nonlinear susceptibilities
was developed by M. DiDomenico and S. H. Wemple.223 They were
able to calculate NLO and electro-optical properties in terms of a
polarization potential tensor that relates band shifts to crystal polari-
zation in ferroelectrics (for example, lithium niobate).

J. G. Bergman and coworkers pointed out the high incidence of
acentricity and nonlinear optical behavior in oxides with nonbonded
electron pairs.??* This property provides another guideline in the
search for new materials.

7.1.3 Nonlinear Optical Phenomena and Applications

A totally unexpected discovery was the susceptibility of crystals
such as lithium niobate to laser-induced refractive index changes, first
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observed by Ashkin and coworkers.??® This optical damage, only par-
tially reversible, was attributed by F. S. Chen??® and by Johnston??’
to displacement of photoexcited carriers by spontaneous or photoin-
duced fields, followed by their trapping outside the illuminated
region. G. E. Peterson, A. M. Glass, and N. J. Negran were able to
identify iron impurities as the origin of these laser-induced index
changes in lithium niobate as well as in similar materials.?%8

Chen, J. T. La Macchia, and D. B. Fraser were the first to demon-
strate the use of optically induced index of refraction changes in
lithium niobate for making volume holograms.??? Index changes in
lithium niobate and other ferroelectric crystals continues to be widely
studied as a means of optical information storage, and also continues
to be a limiting factor in the design of nonlinear optical devices in
ferroelectric crystals.

Optical nonlinearities arising from conduction electrons and giving
rise to various four-photon mixing phenomena have been observed
by Patel, Slusher, and Fleury in semiconductors.230 P. A. Wolff and G.
A. Pearson explained these relatively strong nonlinearities as caused
by nonparabolicity of the conduction band associated with an
increase in effective mass of the electron as it is accelerated by the
optical electric field.?3! This requires a nonlinear term in its equation
of motion.

Nonlinear optical response in electron-gas plasmas leading to
light-off-light scattering, a related third-order effect, has been
analyzed by P. M. Platzman and N. Tzoar.”?? The scattering of pairs
of laser photons into pairs of different frequency by this mechanism
appears to be feasible.

The important third-order nonlinearity associated with the polariz-
ability of bound electrons in laser host solids can contribute to self-
phase modulation and rapid spectral broadening during the buildup
of picosecond light pulses. This effect has been studied extensively
in glass by Duguay and S. L. Shapiro.?3

Nonlinear optical effects of laser light have been utilized in various
studies of solids and liquids. For example, I. Freund and L. Kopf
made extensive measurements of the order-disorder phase transition
in ammonium chloride by SHG.24 Below the transition temperature
of 243K, the ordered phase is acentric and exhibits SHG; no SHG is
expected in the completely disordered phase at higher temperatures.
From observations of the temperature and angular dependence of
SHG near 243K, Freund and Kopf observed directly changes in the
order parameter and discovered evidence of domain structure and
residual long-range order at temperatures above 243K. In another
application of NLO, Rentzepis and Giordmaine observed SHG in opti-
cally active liquids and established a relationship between molecular
nonlinear susceptibility and optical rotatory power.235
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W. L. Faust and C. H. Henry contributed a necessary step in under-
standing the electro-optic effect in piezoelectric crystals, that is, a
change in the optical index on application of a dc or low-frequency
electric field. They observed sum and difference frequency mixing of
visible laser light with a number of infrared laser frequencies near
the reststrahl in gallium phosphide.?3® This work clarified the
separate contributions to electro-optic mixing arising from the depen-
dence of electric susceptibility on electric field (pure electronic effect)
and lattice displacement (Raman effect). Kaminow and Johnston
reported this type of resolution of the sources of the electro-optic
effect in lithium niobate and lithium tantalate.?” Boyd and coworkers
made microwave measurements of nonlinear susceptibility in various
crystals and sorted out the lattice, electronic, and hybrid contribu-
tions.?®® Their studies were based on Garrett’s extended anharmonic
oscillator model.?® Levine, Miller, and Nordland studied second-
harmonic generation at frequencies near the exciton resonance.?40
They were able to determine the exciton contribution to the non-
linear optical susceptibility and to compare it with the theoretical cal-
culation based on a modified hydrogenic wave function. Examples of
materials exhibiting the electro-optic effect include LiTaO;, shown by
R. T. Denton, T. S. Kinsel, and Chen to be useful as an efficient light
modulator at visible wavelengths,241 and GaAs in the Ga;—,Al,As
heterostructure lasers for the near infrared wavelengths, studied by F.
K. Reinhart.?#? The latter was an outgrowth of an earlier discovery by
Nelson and Reinhart of electro-optic modulation of light passing
through the optical waveguide formed in the plane of a reverse-
biased GaP p-n junction.243

A. Hasegawa and F. Tappert found theoretically that the nonlinear
refractive index can compensate the pulse-broadening effect of group
dispersion in low-loss optical fibers.?* This leads to a stationary non-
linear optical pulse (called the envelope soliton) in a single-mode
fiber with negative group-velocity dispersion. The first experimental
observations of pulse compression of picosecond pulses and soliton
behavior in fibers was reported by L. F. Mollenauer, R. H. Stolen, and
]. P. Gordon.?%®

Laser studies of the pyroelectric effect have proceeded along with
nonlinear optical work. Of particular interest is the recognition by R.
L. Abrams and Glass that pyroelectric detection in strontium barium
niobate is sufficiently fast to respond to modulation frequencies of at
least 30 MHz 246

D. H. Auston and Glass used a mode-locked glass laser at 1.06 um
to show that the pyroelectric and electro-optic effects in LiNbOj3 can
occur on a picosecond time scale.2%” Using the optical rectification
produced by these two mechanisms, they produced an 8 psec 300-volt
electrical pulse and used it to switch an ultrafast Pockel’s cell.
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Future high-speed optical communication links may use integrated
optical components for direct optical switching, modulating, and data
processing. Work on nonlinear optical effects in waveguides is,
therefore, of great interest. J. P. Van der Ziel and coworkers studied
phase-matched second-harmonic generation from A=2pum to
A=1pm in Ga,Al;_,As waveguides and in multilayers grown by
molecular beam epitaxy.?*8 Levine, Bethea, and R. A. Logan studied
phase-matched second-harmonic generation from X = 1.06 um to 0.53
pm using electric field-induced optical harmonic generation in
waveguides filled with an organic liquid.249 Reinhart, Logan, and J.
C. Shelton used the electro-optic effect in Ga,Al;_,As waveguides to
construct efficient optical modulators and rib waveguide switches.?>°
These components have the potential of operating in the gigahertz
range.

7.2 Optical Parametric Amplification

With the availability of optical nonlinearities, it was natural to
explore at optical frequencies the parametric amplification
phenomena familiar at radio and microwave frequencies. Taking
advantage of high-quality lithium niobate crystals grown by Nas-
sau,2®! Giordmaine and Miller built the first optical parametric oscil-
lator and demonstrated the coherence and broad tunability charac-
teristic of this light source.?>” [Fig. 5-14] They also observed a prefer-
ence for certain frequencies of oscillation, or clustering—a feature of
oscillators doubly resonant at signal and idler frequencies. Boyd and
Ashkin demonstrated continuous-wave amplification in LiNbOj; and
showed theoretically thdt continuous optical parametric amplification
should be achievable.”® The achievement of tunable continuous-
wave oscillation in barium sodium niobate by R. G. Smith and
coworkers was an important milestone.?%* Further improvements in
stability and frequency control were also reported by Smith.>> J. E.
Bjorkholm was the first to demonstrate a singly resonant parametric
oscillator and pointed out the tuning and other advantages of this
type of source, obtained at the price of increased threshold.?>® The
question of stability of single-mode operation of the singly resonant
oscillators was analyzed by L. B. Kreuzer, who found single-mode
oscillation stable at pump powers higher than required for optimum
efficiency.”’ Now commercially available, parametric oscillators pro-
vide a useful tunable source for optical spectroscopy.

Noise in parametric amplification, analogous to fluorescence in a
laser medium, was described in principle by the early theories of W.
H. Louisell, A. Yariv, and A. E. Siegman,258 and Gordon, Louisell, and
L. R. Walker,?®® which were developed in the context of microwave
frequencies. Kleinman carried out a detailed analysis applicable to
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Fig. 5-14. R. C. Miller (left) and J. A. Giordmaine checking the alignment of a
LiNbO; single crystal used by them in the first demonstration of a tunable optical
parametric oscillator.

the optical region, calculating the frequency and directional distribu-
tion of spontaneous parametric noise emitted from crystals.260 This
understanding makes possible the use of spontaneous noise observa-
tions to measure the nonlinear optical properties.

The possibility of exploring optical nonlinearities at much higher
frequencies was suggested by Freund and Levine, who used an exten-
sion of Kleinman’s theory to predict that parametric fluorescence
could be observed even at X-ray frequencies.261 Although the
equivalent nonlinear susceptibility in the X-ray region is minute by
comparison with optical values, it is compensated by a greatly
enhanced zero-point fluctuation of the electromagnetic field at X-ray
frequencies, which can be considered to beat with the source to pro-
duce the fluorescence. In the early 1970s, P. M. Eisenberger and
McCall observed X-ray down-conversion and verified momentum-
phase matching requirements similar to those in the optical region‘262

The significance of this X-ray phenomenon for solid state physics
lies in the possibility, pointed out by Freund and Levine,?®® and by
Eisenberger and McCall, of the related X-ray down-conversion pro-
cess yielding an optical and an X-ray photon, rather than two X-ray
photons. It can be shown that this type of scattering process is
equivalent to Bragg scattering solely from the valence or outer shell
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electrons seen by the optical frequency. Crystal analysis by this
modified diffraction method offers, in principle, a selective mapping
of outer-shell electron density distributions.

7.3 Stimulated Raman Scattering and Lasers

In an early laser scattering experiment, Giordmaine and W. Kaiser
demonstrated the scattering of light from driven optical phonons dur-
ing the stimulated Raman scattering (SRS) vibration.2®* This type of
scattering has provided the basis for coherent anti-Stokes Raman
scattering, a sensitive new method of high-speed optical spectroscopy.
The decay of driven optical phonons to generate intense lattice excita-
tions of a few angstroms wavelength, as well as the usefulness of
SRS-generated light in resonance experiments, were illustrated by
experiments of M. J. Colles and Giordmaine.26?

An SRS phenomenon with potentially important applications in
laser fusion development is the generation by Raman compression of
optical pulses with very high peak power—higher than available
from practical laser sources. M. Maier, Kaiser, and Giordmaine
demonstrated this effect for the first time in backward-scattering
experiments in a Raman active liquid.?%® In this work, compression of
a short optical pulse was achieved by depletion of a longer, counter-
propagating pump pulse, producing a higher intensity than present
originally in the laser pump.

The nonlinear scattering of light from acoustic waves was studied
by Boyd, Nash, and Nelson.?” They mixed two infrared waves at a
wavelength 10.6 pum with an acoustic wave at 15.7 MHz to generate a
phase-matched infrared wave near the optical harmonic wavelength
of 5.3 um. This experiment led to the idea of multiple-phase match-
ing of higher-order acousto-optic interaction as a way of enhancing
the strength, and to the observation of a triply phase-matched, five-
wave, acousto-optic interaction.?%® E. P. Ippen’s achievement of SRS
in liquid-filled optical fibers with low-power, quasi-continuous-wave
lasers,?%® and the observation of similar nonlinear effects in silica core
fibers by Stolen, Ippen, and A. R. Tynes greatly extends the potential
usefulness of SRS light sources.?’? SRS observations of aqueous solu-
tions by Colles, G. W. Walrafen, and K. W. Wecht appear to reveal
resolved spectral details not accessible by sgontaneous Raman scatter-
ing in materials having broadband spectra.”’!

The advantage of using guided-wave structures such as optical
fibers to enhance the stimulated Raman effect was first pointed out by
Ashkin in 1970.”2 This was demonstrated by Ippen’s achievement of
SRS in liquid-filled optical fibers with low-power quasi-continuous-
wave lasers?’3 and the observation of similar nonlinear effects in sil-

TCI Library: www.telephonecollectors.info



Quantum Electronics 195

ica core fibers by Stolen, Ippen, and Tynes.274 Fiber Raman lasers
have proved most useful in their simplest form, in which single-pass
stimulated scattering generates a series of pulses in the 1.1 to 1.5 um
spectral region for fiber dispersion studies.”’® [Fig. 5-15] There has
been extensive study of various fiber Raman lasers employing feed-
back and tuning, as well as investigations of other nonlinear effects
such as stimulated Brillouin scattering, four-photon mixing, and self-
phase modulation.

One of the most important stimulated emission processes is that
associated with Raman scattering from electrons in a semiconductor
in a magnetic field. The large Raman cross sections for scattering of
infrared light from single particle excitations, distinct from collective
excitations or plasmons, were pointed out by Wolff?’® and Y. Yafet.?’”
Wolff suggested that inelastic laser light scattering, in which the light
is shifted in frequency by twice the electron cyclotron frequency,
should have a large cross section. In this process, the electron
Landau-level quantum number changes by two. Yafet analyzed the
related process in which the electron Landau level does not change
but in which the electron spin flips. Both processes produce tunable
light scattering as the magnetic field is changed, the spin-flip process
having less tunability but increased cross section and narrower

Fig. 5-15. The fiber Raman laser used in the experiments by Stolen and
coworkers.
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linewidth. These predictions were confirmed and additional hybrid
scattering observed in spontaneous Raman scattering experiments of
Slusher, Patel, and Fleury in indium antimonide.?’8

Patel and E. D. Shaw reported the first stimulated spin-flip Raman
scattering oscillator (SFR laser) and demonstrated its value as a tun-
able infrared spectroscopic source.?”? Pumped by the 10.6 um carbon
dioxide laser and 5.3 um carbon monoxide laser sources, the SFR laser
provides tunability over the 9.0 um to 14.6 um and 5.30 pm to 6.2 pm
regions. The potential for ultrahigh resolution spectroscopy is shown
by the linewidth of less than 1 KHz measured by Patel near 5.3 um,
the narrowest reported for any infrared tunable source.?8?

Using a variety of high-power molecular lasers, Patel and his col-
leagues succeeded in making the spin-flip Raman laser the first source
of high continuous-wave and pulsed tunable laser power in the 5 um
to 17 um region.281 The tunability of the spin-flip Raman laser in the
16 um to 17 um range is of special importance in future energy
research because the technique of uranium isotopic enrichment using
UFq requires a tunable high-power laser source in this wavelength
region. 82

In addition to demonstrating the spectroscopic applications of the
spin-flip Raman laser through a series .of experiments, the same
research group has applied the spin-flip Raman lasers and other
molecular lasers to the problems of gaseous pollution detection.
These studies are summarized in section 1.7 of Chapter 6.
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